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It is my great pleasure to welcome the new book *Rough-Fuzzy Pattern Recognition: Applications in Bioinformatics and Medical Imaging* by the prominent scientists Professor Sankar K. Pal and Professor Pradipta Maji.

Soft computing methods allow us to achieve high-quality solutions for many real-life applications. The characteristic features of these methods are tractability, robustness, low-cost solution, and close resemblance with human-like decision making. They make it possible to use imprecision, uncertainty, approximate reasoning, and partial truth in searching for solutions. The main research directions in soft computing are related to fuzzy sets, neurocomputing, genetic algorithms, probabilistic reasoning, and rough sets. By integration or combination of the different soft computing methods, one may improve the performance of these methods. Among the various integrations realized so far, neuro-fuzzy computing (combing fuzzy sets and neural networks) is the most visible one because of its several real-life applications.

Both fuzzy and rough set theory represent two different approaches to analyzing vagueness. Fuzzy set theory addresses gradualness of knowledge, expressed by the fuzzy membership, whereas rough set theory addresses the granularity of knowledge, expressed by the indiscernibility relation. In 1999, together with Professor Sankar K. Pal, we edited the book *Rough-Fuzzy Hybridization* published by Springer. Since then, great progress has been made in the development of methods based on a combination of these approaches, both on foundations and applications. It is proved that by combining the rough-set and fuzzy-set approaches it is possible to achieve a significant improvement in the performance of methods. They are complementary to each other rather than competitive.
The book is based on a unified framework describing how rough-fuzzy computing techniques can be formulated for building efficient information granules, especially pattern recognition models. These granules are induced from some elementary granules by (hierarchical) fusion. The elementary granules can be induced using rough-set-based methods and/or fuzzy-set-based methods, and also the aggregation of granules can be based on a combination of such methods. In this way, one can consider different approaches such as rough-fuzzy, fuzzy-rough or fuzzy rough-fuzzy. For example, using rough-set-based methods one can efficiently induce some crisp patterns, which can be next fuzzified for making them soft. This can help, for example, in searching for the relevant fusion of granules. Analogously, the discovered fuzzy patterns may contain too many details and then, by using rough-set-based methods, one can obtain simpler patterns with satisfactory quality. Such patterns can be next used efficiently in approximate reasoning, for example, in the discovery of more complex patterns from the existing ones. In all these methods, the rough-set approach and the fuzzy-set approach work synergistically in efficient searching under uncertainty and imprecision for the target granules (e.g., classifiers for complex concepts) with a high quality. Note that in the fusion of granules, inclusion measures also play an important role because they allow us to estimate the quality of the granules constructed.

In a perfect way, the book introduces the reader to the fascinating and successful cooperative game between the rough-set approach and fuzzy-set approach. In this book, the reader will find a nice introduction to the rough-fuzzy approach and fuzzy-set approach. The discussed methods and algorithms cover all major phases of a pattern recognition system (e.g., classification, clustering, and feature selection). The book covers existing results and also presents new results. It was proved experimentally that the performance of the developed algorithms based on a combination of approaches is much better than the performance of algorithms based on approaches taken separately. This is shown in the book for several tasks such as feature selection of real valued data, case selection, image processing and analysis, data mining and knowledge discovery, selection of vocabulary for information retrieval, and decision rule extraction. The high performance of the developed methods is especially emphasized for real-life applications in bioinformatics and medical image processing. The balance of theory, algorithms, and applications will make this book attractive to many readers. The reader will also find in the book a discussion on various challenging issues relevant to application domains and possible ways of handling them with rough-fuzzy approaches.

This book, unique in its character, will be very useful to graduate students, researchers, and practitioners. The authors deserve the highest appreciation for their outstanding work. This is a work whose importance is hard to exaggerate.

Andrzej Skowron

Institute of Mathematics
Warsaw University, Poland
December, 2011
Soft computing is a collection of methodologies that work synergistically, not competitively, that, in one form or another, reflects its guiding principle: exploits the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth to achieve tractability, robustness, low cost solution, and close resemblance with human-like decision making. It provides a flexible information processing capability for representation and evaluation of various real-life, ambiguous and uncertain situations and therefore results in the foundation for the conception and design of high machine intelligence quotient systems. At this juncture, the principal constituents of soft computing are fuzzy sets, neurocomputing, genetic algorithms, probabilistic reasoning, and rough sets.

One of the challenges of basic soft computing research is how to integrate its different constituting tools synergistically to achieve both generic and application-specific merits. Application-specific merits point to the advantages of integrated systems not achievable using the constituting tools singly.

Rough set theory, which is considered to be a newer soft computing tool compared with others, deals with uncertainty, vagueness, and incompleteness arising from the indiscernibility of objects in the universe. The main goal of rough set theoretic analysis is to synthesize or construct approximations, in terms of upper and lower bounds of concepts, properties, or relations from the acquired data. The key notions here are those of information granules and reducts. Information granules formalize the concept of finite precision representation of objects in real-life situations, and the reducts represent the core of an information system, both in terms of objects and features, in a granular universe. Its integration with fuzzy set theory, called rough-fuzzy computing, has motivated researchers to design a much stronger paradigm of reasoning and handling uncertainties associated with...
the data compared with those of the individual ones. The generalized theories of rough-fuzzy sets (when a fuzzy set is defined over crisp granules), fuzzy-rough sets (when a crisp set is defined over fuzzy granules), and fuzzy rough-fuzzy sets (when a fuzzy set is defined over fuzzy granules) have been applied successfully to problems such as classification, clustering, feature selection of real valued data, case selection, image processing and analysis, data mining and knowledge discovery, selecting vocabulary for information retrieval, and decision rule extraction.

In rough-fuzzy pattern recognition, fuzzy sets are used for handling uncertainties arising from ill-defined or overlapping nature of concepts, classes or regions, in terms of membership values, while rough sets are used for granular computing and handling uncertainties, due to granulation or indiscernibility in the feature space, in terms of lower and upper approximations of concepts or regions. On the one hand, rough information granules are used, for example, in defining class exactness, and encoding domain knowledge. On the other hand, granular computing, which deals with clumps of indiscernible data together rather than individual data points, leads to computation gain, thereby making it suitable for mining large data sets. Furthermore, depending on the problems, granules can be class dependent or independent. Several clustering algorithms have been formulated where the incorporation of rough sets resulted in a balanced mixture between restrictive or hard clustering and descriptive or fuzzy clustering. Judicious integration of the concept of rough sets with the existing fuzzy clustering algorithms has made the latter work faster with improved performance. Various real-life applications of these models, including those in bioinformatics, have also been reported during the last five to seven years. These are available in different journals, conference proceedings, and edited volumes. This scattered information causes inconvenience to readers, students, and researchers.

The current volume is aimed at providing a treatise in a unified framework describing how rough-fuzzy computing techniques can be judiciously formulated and used in building efficient pattern recognition models. On the basis of the existing as well as new results, the book is structured according to the major phases of a pattern recognition system (for example, clustering, classification, and feature selection) with a balanced mixture of theory, algorithm, and applications. Special emphasis is given to applications in bioinformatics and medical image processing.

The book consists of nine chapters. Chapter 1 provides an introduction to pattern recognition and data mining, along with different research issues and challenges related to high dimensional real-life data sets. The significance of soft computing in pattern recognition and data mining is also presented in Chapter 1. Chapter 2 presents the basic notions and characteristics of two soft computing tools, namely, fuzzy sets and rough sets. These are followed by the concept of information granules, the emergence of a rough-fuzzy computing paradigm and their relevance to pattern recognition. It also provides a mathematical framework for generalized rough sets incorporating the concept of fuzziness in defining the granules as well as the set. Various roughness and uncertainty measures with
properties are reported. Different research issues related to rough granules are stated.

Chapter 3 mainly centers on a generalized unsupervised learning (clustering) algorithm, termed as rough-fuzzy-possibilistic $c$-means. While the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition, the membership function of fuzzy sets enables efficient handling of overlapping partitions. It incorporates both probabilistic and possibilistic memberships simultaneously to avoid the problems of noise sensitivity of fuzzy $c$-means and the coincident clusters of possibilistic $c$-means. The concept of crisp lower bound and fuzzy boundary of a class enables efficient selection of cluster prototypes. The algorithm is generalized in the sense that all the existing variants of $c$-means algorithms can be derived from this as a special case. Superiority in terms of computation time and performance is demonstrated. Several quantitative indices are reported for evaluating the performance on various real-life data sets.

Chapter 4 provides various supervised classification methods based on class-dependent $f$-granulation and rough set theoretic feature selection. The significance of granulation for better class discriminatory information and neighborhood rough sets for better feature selection is demonstrated. Extensive experimental results with quantitative indices are provided on both fully and partially labeled data sets. Future directions on the use of this concept in other computing paradigms are also provided.

Selection of nonredundant and relevant features of real valued data sets is a highly challenging problem. Chapter 5 addresses this issue. Methods described here are based on fuzzy-rough sets by maximizing the relevance and minimizing the redundancy of the selected features. Various new concepts such as fuzzy equivalence partition matrix, representation of Shannon’s entropy for fuzzy approximation spaces, $f$-information measures to compute both relevance and redundancy of features, and feature evaluation indices are stated along with experimental results.

While several experimental results on both artificial and real-life data sets, including speech and remotely sensed multi-spectral image data, are provided in Chapters 3, 4, and 5 to demonstrate the effectiveness of the respective rough-fuzzy methodologies, the next four chapters are concerned only with certain specific applications, namely, in bioinformatics and medical imaging. Problems considered in bioinformatics include selection of a minimum set of bio-basis strings with maximum information for amino acid sequence analysis (Chapter 6), grouping functionally similar genes from microarray gene expression data through clustering (Chapter 7), and selection of relevant genes from high dimensional microarray data (Chapter 8). Selection of bio-basis strings is done by devising a relational clustering algorithm, called rough-fuzzy $c$-medoids. It judiciously integrates rough sets, fuzzy sets, and amino acid mutation matrices with hard $c$-medoids algorithms. The selected bio-basis strings are evaluated with newly defined indices in terms of a homology alignment score. Gene clusters thus identified may contribute to revealing underlying class structures, providing a
useful tool for the exploratory analysis of biological data. The concept of fuzzy equivalence partition matrix, based on the theory of fuzzy-rough sets, is shown to be effective for selecting relevant and nonredundant continuous valued genes from high dimensional microarray gene expression data.

Problems of segmentation of brain MR images for visualization of human tissues during clinical analysis is addressed in Chapter 9 using rough-fuzzy clustering with new indices for feature extraction. The concept of discriminant analysis, based on the maximization of class separability, is used to circumvent the problems of initialization and local minima of rough-fuzzy clustering. Different challenging issues in the respective application domains and the ways of handling them with rough-fuzzy approaches are also discussed.

The relevant existing conventional/traditional approaches or techniques are also included wherever necessary. Directions for future research in the concerned topic are provided in each chapter. Most of the materials presented in the book are from our published works. For the convenience of readers, a comprehensive bibliography on the subject is also appended in each chapter. Some works in the related areas might have been omitted because of oversight or ignorance.

This book, which is unique in its character, will be useful to graduate students and researchers in computer science, electrical engineering, system science, medical science, bioinformatics, and information technology, both as a textbook and a reference book for some parts of the curriculum. Researchers and practitioners in industry and R&D laboratories working in the fields of system design, pattern recognition, machine learning, image analysis, vision, data mining, bioinformatics, and soft computing or computational intelligence will also be benefited.

Finally, the authors take this opportunity to thank Mr. Michael Christian and Dr. Simone Taylor of John Wiley & Sons, Inc., Hoboken, New Jersey, for their initiative and encouragement. The authors also gratefully acknowledge the support provided by Prof. Malay K. Kundu, Dr. Saroj K. Meher, Dr. Debashis Sen, Ms. Sushmita Paul, and Mr. Indranil Dutta of Indian Statistical Institute in the preparation and proofreading of a few chapters of the manuscript. The book was written when one of the authors, Prof. S. K. Pal, held a J. C. Bose National Fellowship of the Government of India.
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INTRODUCTION TO PATTERN RECOGNITION AND DATA MINING

1.1 INTRODUCTION

Pattern recognition is an activity that human beings normally excel in. The task of pattern recognition is encountered in a wide range of human activity. In a broader perspective, the term could cover any context in which some decision or forecast is made on the basis of currently available information. Mathematically, the problem of pattern recognition deals with the construction of a procedure to be applied to a set of inputs; the procedure assigns each new input to one of a set of classes on the basis of observed features. The construction of such a procedure on an input data set is defined as pattern recognition.

A pattern typically comprises some features or essential information specific to a pattern or a class of patterns. Pattern recognition, as per the convention, is the study of how machines can observe the environment, learn to distinguish patterns of interest from their background, and make sound and reasonable decisions about the categories of the patterns. In other words, the discipline of pattern recognition essentially deals with the problem of developing algorithms and methodologies that can enable the computer implementation of many recognition tasks that humans normally perform. The objective is to perform these tasks more accurately, faster, and perhaps more economically than humans and, in many cases, to release them from drudgery resulting from performing routine recognition tasks repetitively and mechanically. The scope of pattern recognition also encompasses tasks at which humans are not good, such as reading bar codes. Hence, the goal
of pattern recognition research is to devise ways and means of automating certain decision-making processes that lead to classification and recognition.

Pattern recognition can be viewed as a twofold task, consisting of learning the invariant and common properties of a set of samples characterizing a class, and of deciding that a new sample is a possible member of the class by noting that it has properties common to those of the set of samples. The task of pattern recognition can be described as a transformation from the measurement space $\mathcal{M}$ to the feature space $\mathcal{F}$ and finally to the decision space $\mathcal{D}$; that is,

$$\mathcal{M} \rightarrow \mathcal{F} \rightarrow \mathcal{D},$$

where the mapping $\delta : \mathcal{F} \rightarrow \mathcal{D}$ is the decision function, and the elements $d \in \mathcal{D}$ are termed as decisions.

Pattern recognition has been a thriving field of research for the past few decades [1–8]. The seminal article by Kanal [9] gives a comprehensive review of the advances made in the field until the early 1970s. More recently, a review article by Jain et al. [10] provides an engrossing survey of the advances made in statistical pattern recognition till the end of the twentieth century. Although the subject has attained a very mature level during the past four decades or so, it remains green to the researchers because of continuous cross-fertilization of ideas from disciplines such as computer science, physics, neurobiology, psychology, engineering, statistics, mathematics, and cognitive science. Depending on the practical need and demand, various modern methodologies have come into being, which often supplement the classical techniques [11].

In recent years, the rapid advances made in computer technology have ensured that large sections of the world population have been able to gain easy access to computers on account of the falling costs worldwide, and their use is now commonplace in all walks of life. Government agencies and scientific, business, and commercial organizations routinely use computers, not only for computational purposes but also for storage, in massive databases, of the immense volumes of data that they routinely generate or require from other sources. Large-scale computer networking has ensured that such data has become accessible to more and more people. In other words, we are in the midst of an information explosion, and there is an urgent need for methodologies that will help us to bring some semblance of order into the phenomenal volumes of data that can readily be accessed by us with a few clicks of the keys of our computer keyboard. Traditional statistical data summarization and database management techniques are just not adequate for handling data on this scale and for intelligently extracting information, or rather, knowledge that may be useful for exploring the domain in question or the phenomena responsible for the data, and providing support to decision-making processes. This quest has thrown up a new phrase, called data mining [12–14].

The massive databases are generally characterized by the numeric as well as textual, symbolic, pictorial, and aural data. They may contain redundancy, errors, imprecision, and so on. Data mining is aimed at discovering natural structures
within such massive and often heterogeneous data. It is visualized as being capable of knowledge discovery using generalizations and magnifications of existing and new pattern recognition algorithms. Therefore, pattern recognition plays a significant role in the data mining process. Data mining deals with the process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data. Hence, it can be viewed as applying pattern recognition and machine learning principles in the context of voluminous, possibly heterogeneous data sets [11].

One of the important problems in real-life data analysis is uncertainty management. Some of the sources of this uncertainty include incompleteness and vagueness in class definitions. In this background, the possibility concept introduced by the fuzzy sets theory [15] and rough sets theory [16] have gained popularity in modeling and propagating uncertainty. Both the fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data [17]. They are complementary in some aspects. The generalized theories of rough-fuzzy sets and fuzzy-rough sets have been applied successfully to feature selection of real-valued data [18, 19], classification [20], image processing [21], data mining [22], information retrieval [23], fuzzy decision rule extraction, and rough-fuzzy clustering [24, 25].

The objective of this book is to provide some results of investigations, both theoretical and experimental, addressing the relevance of rough-fuzzy approaches to pattern recognition with real-life applications. Various methodologies are presented, integrating fuzzy logic and rough sets for clustering, classification, and feature selection. The emphasis of these methodologies is given on (i) handling data sets which are large, both in size and dimension, and involve classes that are overlapping, intractable and/or having nonlinear boundaries; (ii) demonstrating the significance of rough-fuzzy granular computing in soft computing paradigm for dealing with the knowledge discovery aspect; and (iii) demonstrating their success in certain tasks of bioinformatics and medical imaging as an example.

Before describing the scope of the book, a brief review of pattern recognition, data mining, and application of pattern recognition algorithms in data mining problems is provided.

The structure of the rest of this chapter is as follows: Section 1.2 briefly presents a description of the basic concept, features, and techniques of pattern recognition. In Section 1.3, the data mining aspect is elaborated, discussing its components, tasks involved, approaches, and application areas. The pattern recognition perspective of data mining is introduced next and related research challenges are mentioned. The role of soft computing in pattern recognition and data mining is described in Section 1.4. Finally, Section 1.5 discusses the scope and organization of the book.

### 1.2 PATTERN RECOGNITION

A typical pattern recognition system consists of three phases, namely, data acquisition, feature selection or extraction, and classification or clustering. In the data
acquisition phase, depending on the environment within which the objects are to be classified or clustered, data are gathered using a set of sensors. These are then passed on to the feature selection or extraction phase, where the dimensionality of the data is reduced by retaining or measuring only some characteristic features or properties. In a broader perspective, this stage significantly influences the entire recognition process. Finally, in the classification or clustering phase, the selected or extracted features are passed on to the classification or clustering system that evaluates the incoming information and makes a final decision. This phase basically establishes a transformation between the features and the classes or clusters [1, 2, 8].

1.2.1 Data Acquisition

In data acquisition phase, data are gathered via a set of sensors depending on the environment within which the objects are to be classified. Pattern recognition techniques are applicable in a wide domain, where the data may be qualitative, quantitative, or both; they may be numerical, linguistic, pictorial, or any combination thereof. Generally, the data structures that are used in pattern recognition systems are of two types: object data vectors and relational data. Object data, sets of numerical vectors of \( m \) features, are represented as \( X = \{x_1, \ldots, x_i, \ldots, x_n\} \), a set of \( n \) feature vectors in the \( m \)-dimensional measurement space \( \mathbb{R}^m \). The \( i \)th object observed in the process has vector \( x_i \) as its numerical representation; \( x_{ij} \) is the \( j \)th \((j = 1, \ldots, m)\) feature associated with the \( i \)th object. On the other hand, relational data are a set of \( n^2 \) numerical relationships, say \( r_{ij} \), between pairs of objects. In other words, \( r_{ij} \) represents the extent to which objects \( x_i \) and \( x_j \) are related in the sense of some binary relationship \( \rho \). If the objects that are pairwise related by \( \rho \) are called \( O = \{o_1, \ldots, o_i, \ldots, o_n\} \), then \( \rho : O \times O \rightarrow \mathbb{R} \).

1.2.2 Feature Selection

Feature selection or extraction is a process of selecting a map by which a sample in an \( m \)-dimensional measurement space is transformed into a point in a \( d \)-dimensional feature space, where \( d < m \) [1, 8]. Mathematically, it finds a mapping of the form \( y = f(x) \), by which a sample \( x = [x_1, \ldots, x_j, \ldots, x_m] \) in an \( m \)-dimensional measurement space \( \mathcal{M} \) is transformed into an object \( y = [y_1, \ldots, y_j, \ldots, y_d] \) in a \( d \)-dimensional feature space \( \mathcal{F} \).

The main objective of this task is to retain or generate the optimum salient characteristics necessary for the recognition process and to reduce the dimensionality of the measurement space so that effective and easily computable algorithms can be devised for efficient classification. The problem of feature selection or extraction has two aspects, namely, formulating a suitable criterion to evaluate the goodness of a feature set and searching the optimal set in terms of the criterion. In general, those features are considered to have optimal saliencies for which interclass (respectively, intraclass) distances are maximized (respectively, minimized). The criterion for a good feature is that it should be unchanging with
any other possible variation within a class, while emphasizing differences that
are important in discriminating between patterns of different types.

The major mathematical measures so far devised for the estimation of feature
quality are mostly statistical in nature, and can be broadly classified into
two categories, namely, feature selection in the measurement space and feature
selection in a transformed space. The techniques in the first category generally
reduce the dimensionality of the measurement space by discarding redundant or
least information-carrying features. On the other hand, those in the second cate-
gory utilize all the information contained in the measurement space to obtain a
new transformed space, thereby mapping a higher dimensional pattern to a lower
dimensional one. This is referred to as feature extraction [1, 2, 8].

1.2.3 Classification and Clustering

The problem of classification and clustering is basically one of partitioning the
feature space into regions, one region for each category of input. Hence, it
ttempts to assign every data object in the entire feature space to one of the
possible classes or clusters. In real life, the complete description of the classes is
not known. Instead, a finite and usually smaller number of samples are available,
which often provide partial information for optimal design of feature selector or
extractor or classification or clustering system. Under such circumstances, it is
assumed that these samples are representative of the classes or clusters. Such a
set of typical patterns is called a training set. On the basis of the information
gathered from the samples in the training set, the pattern recognition systems
are designed. That is, the values of the parameters of various pattern recognition
methods are decided.

Design of a classification or clustering scheme can be made with labeled
or unlabeled data. When the algorithm is given a set of objects with known
classifications, that is, labels, and is asked to classify an unknown object based
on the information acquired by it during training, the design scheme is called
supervised learning; otherwise it is unsupervised learning. Supervised learning
is used for classifying different objects, while clustering is performed through
unsupervised learning. Through cluster analysis, a given data set is divided into a
set of clusters in such a way that two objects from the same cluster are as similar
as possible and the objects from different clusters are as dissimilar as possible.
In effect, it tries to mimic the human ability to group similar objects into classes
and categories. A number of clustering algorithms have been proposed to suit
different requirements [2, 26, 27].

Pattern classification or clustering, by its nature, admits many approaches,
sometimes complementary, sometimes competing, to provide the solution to a
given problem. These include decision theoretic approach (both deterministic
and probabilistic), syntactic approach, connectionist approach, fuzzy and
rough set theoretic approaches and hybrid or soft computing approach. Let
$\beta = \{\beta_1, \ldots, \beta_i, \ldots, \beta_c\}$ represent the $c$ possible classes or clusters in a
d-dimensional feature space $\mathcal{F}$, and $y = [y_1, \ldots, y_j, \ldots, y_d]$ be an unknown
pattern vector whose class is to be identified. In deterministic classification or clustering approach, the object is assigned to only one unambiguous pattern class or cluster $\beta_i$ if the decision function $D_i$ associated with the class $\beta_i$ satisfies the following relation:

$$D_i(y) > D_j(y), \quad j = 1, \ldots, c, \text{ and } j \neq i.$$  \hfill (1.2)

In the decision theoretic approach, once a pattern is transformed through feature evaluation to a vector in the feature space, its characteristics are expressed only by a set of numerical values. Classification can be done by using deterministic or probabilistic techniques [1, 2, 8]. The nearest neighbor classifier [2] is an example of deterministic classification approach, where it is assumed that there exists only one unambiguous pattern class corresponding to each of the unknown pattern vectors. In most of the practical problems, the features are often noisy and the classes in the feature space are overlapping. In order to model such systems, the features are considered as random variables in the probabilistic approach. The most commonly used classifier in such probabilistic systems is the Bayes maximum likelihood classifier [2].

When a pattern is rich in structural information such as picture recognition, character recognition, scene analysis, that is, the structural information plays an important role in describing and recognizing the patterns, it is convenient to use the syntactic approach [3]. It deals with the representation of structures via sentences, grammars, and automata. In the syntactic method [3], the ability of selecting and classifying the simple pattern primitives and their relationships represented by the composition operations is the vital criterion for making a system effective. Since the techniques of composition of primitives into patterns are usually governed by the formal language theory, the approach is often referred to as a linguistic approach. An introduction to a variety of approaches based on this idea can be found in Fu [3]. Other approaches to pattern recognition are discussed in Section 1.4 under soft computing methods.

1.3 DATA MINING

Data mining involves fitting models to or determining patterns from observed data. The fitted models play the role of inferred knowledge. Typically, a data mining algorithm constitutes some combination of three components, namely, model, preference criterion, and search algorithm [13].

The model represents its function (e.g., classification, clustering) and its representational form (e.g., linear discriminants, neural networks). A model contains parameters that are to be determined from the data. The preference criterion is a basis to decide the preference of one model or a set of parameters over another, depending on the given data. The criterion is usually some form of goodness of fit function of the model to the data, perhaps tempered by a smoothing term to avoid overfitting, or generating a model with too many degrees of freedom to
be constrained by the given data. On the other hand, the search algorithm is the specification of an algorithm for finding particular models and parameters, given the data, models, and a preference criterion [5].

1.3.1 Tasks, Tools, and Applications

The common tasks or functions in current data mining practice include association rule discovery, clustering, classification, sequence analysis, regression, summarization, and dependency modeling.

The association rule discovery describes association relationship among different attributes. The origin of association rules is in market basket analysis. A market basket is a collection of items purchased by a customer in an individual customer transaction. One common analysis task in a transaction database is to find sets of items or itemsets that frequently appear together. Each pattern extracted through the analysis consists of an itemset and its support, that is, the number of transactions that contain it. Knowledge of these patterns can be used to improve placement of items in a store or for mail-order marketing. The huge size of transaction databases and the exponential increase in the number of potential frequent itemsets with increase in the number of attributes or items make the above problem a challenging one. The a priori algorithm [28] provides an early solution, which is improved by subsequent algorithms using partitioning, hashing, sampling, and dynamic itemset counting.

The clustering technique maps a data item into one of several clusters, where clusters are natural groupings of data items based on similarity metrics or probability density models. Clustering is used in several exploratory data analysis tasks, customer retention and management, and web mining. The clustering problem has been studied in many fields, including statistics, machine learning, and pattern recognition. However, large data considerations were absent in these approaches. To address those issues, several new algorithms with greater emphasis on scalability have been developed in the framework of data mining, including those based on summarized cluster representation called cluster feature [29], sampling [30], and density joins [31].

On the other hand, the classification algorithm classifies a data item into one of several predefined categorical classes. It is used for the purpose of predictive data mining in several fields such as scientific discovery, fraud detection, atmospheric data mining, and financial engineering. Several classification methodologies have been mentioned earlier in Section 1.2.3. Some typical algorithms suitable for large databases are based on Bayesian techniques [32] and decision trees [33, 34].

Sequence analysis [35] models sequential patterns such as time series data. The goal is to model the process of generating the sequence or to extract and report deviation and trends over time. The framework is increasingly gaining importance because of its application in bioinformatics and streaming data analysis. The regression [13, 36] technique maps a data item to a real-valued prediction variable. It is used in different prediction and modeling applications.
The summarization [13] procedure provides a compact description for a subset of data. A simple example would be mean and standard deviation for all fields. More sophisticated functions involve summary rules, multivariate visualization techniques, and functional relationship between variables. Summarization functions are often used in interactive data analysis, automated report generation, and text mining. On the other hand, the dependency modeling [37] describes significant dependencies among variables. Some other tasks required in some data mining applications are outlier or anomaly detection, link analysis, optimization, and planning.

A wide variety and number of data mining algorithms are described in the literature, from the fields of statistics, pattern recognition, machine learning, and databases. They represent a long list of seemingly unrelated and often highly specific algorithms. Some representative groups are statistical models [2, 14], probabilistic graphical dependency models [38], decision trees and rules [39], inductive-logic-programming-based models, example-based methods [40, 41], neural-network-based models [42, 43], fuzzy set theoretic models [12, 44, 45], rough set theory-based models [46–48], genetic-algorithm-based models [49], and hybrid and soft computing models [50].

Data mining algorithms determine both the flexibility of the model in representing the data and the interpretability of the model in human terms. Typically, the more complex models may fit the data better but may also be more difficult to understand and to fit reliably. Also, each representation suits some problems better than others. For example, decision tree classifiers can be very useful for finding structure in high dimensional spaces and are also useful in problems with mixed continuous and categorical data. However, they may not be suitable for problems where the true decision boundaries are nonlinear multivariate functions.

A wide range of organizations including business companies, scientific laboratories, and governmental departments have deployed successful applications of data mining. Although early adopters of this technology have tended to be in information-intensive industries such as financial services and direct mail marketing, the technology is applicable to any company looking to leverage a large data warehouse to better manage their operations. Two critical factors for success with data mining are a large, well-integrated data warehouse and a well-defined understanding of the process within which data mining is to be applied. Several domains where large volumes of data are stored in centralized or distributed databases include financial investment, hospital management systems, manufacturing and production, telecommunication network, astronomical object detection, genomic and biological data mining, and information retrieval [5].

1.3.2 Pattern Recognition Perspective

At present, pattern recognition and machine learning provide the most fruitful framework for data mining [5, 51, 52]. They provide a wide range of linear and nonlinear, comprehensible and complex, predictive and descriptive, instance and
rule-based models for different data mining tasks such as clustering, classification, and rule discovery. Also, the methods for modeling probabilistic and fuzzy uncertainties in the discovered patterns form a part of pattern recognition research. Another aspect that makes pattern recognition algorithms attractive for data mining is their capability of learning or induction. As opposed to many statistical techniques that require the user to have a hypothesis in mind first, pattern recognition algorithms automatically analyze the data and identify relationships among attributes and entities in the data to build models that allow domain experts to understand the relationship between the attributes and the class. Several data preprocessing tasks such as instance selection, data cleaning, dimensionality reduction, and handling missing data are also extensively studied in pattern recognition framework. Besides these, other data mining issues addressed by pattern recognition methodologies include handling of relational, sequential, and symbolic data (syntactic pattern recognition; pattern recognition in arbitrary metric spaces); human interaction (knowledge encoding and extraction); knowledge evaluation (description length principle); and visualization.

Pattern recognition is at the core of data mining systems. However, pattern recognition and data mining are not equivalent considering their original definitions. There exists a gap between the requirements of a data mining system and the goals achieved by present-day pattern recognition algorithms. Development of new generation pattern recognition algorithms is expected to encompass more massive data sets involving diverse sources and types of data that will support mixed initiative data mining, where human experts collaborate with the computer to form hypotheses and test them.

1.4 RELEVANCE OF SOFT COMPUTING

A good pattern recognition system should possess several characteristics. These are online adaptation to cope with the changes in the environment, handling nonlinear class separability to tackle real-life problems, handling of overlapping classes or clusters for discriminating almost similar but different objects, real time processing for making a decision in a reasonable time, generation of soft and hard decisions to make the system flexible, verification and validation mechanisms for evaluating its performance, and minimizing the number of parameters in the system that have to be tuned for reducing the cost and complexity. Moreover, the system should be made artificially intelligent in order to emulate some aspects of the human processing system. Connectionist or artificial neural-network-based approaches to pattern recognition are attempts to achieve some of these goals because of their major characteristics such as adaptivity, robustness or ruggedness, speed, and optimality [53–57]. They are also suitable in data-rich environments and are typically used for extracting embedded knowledge in the form of rules, quantitative evaluation of these rules, clustering, self-organization, classification, and regression. They have an advantage, over other types of machine learning algorithms, for scaling [58, 59].
The fuzzy set theoretic classification approach is developed on the basis of the realization that a pattern may belong to more than one class, with varying degrees of class membership. Accordingly, fuzzy decision theoretic, fuzzy syntactic, fuzzy neural approaches are developed [4, 6, 60, 61]. These approaches can handle uncertainties, arising from vague, incomplete, linguistic, and overlapping patterns at various stages of pattern recognition systems [4, 15, 60, 62].

The theory of rough sets [16, 63, 64] has emerged as another major mathematical approach for managing uncertainty that arises from inexact, noisy, or incomplete information. It is turning out to be methodologically significant to the domains of artificial intelligence and cognitive sciences, especially in the representation of and reasoning with vague and/or imprecise knowledge, data classification, data analysis, machine learning, and knowledge discovery [48, 64–66]. This approach is relatively new when compared to connectionist and fuzzy set theoretic approaches.

Investigations have also been made in the area of pattern recognition using genetic algorithms [67, 68]. Similar to neural networks, genetic algorithms [69] are also based on powerful metaphors from the natural world. They mimic some of the processes observed in natural evolution, which include crossover, selection, and mutation, leading to a stepwise optimization of organisms.

There have been several attempts over the past two decades to evolve new approaches to pattern recognition and to derive their hybrids by judiciously combining the merits of several techniques [6, 70] involving mainly fuzzy logic, artificial neural networks, genetic algorithms, and rough set theory, for developing an efficient new paradigm called soft computing [71]. Here integration is done in a cooperative, rather than a competitive, manner. The result is a more intelligent and robust system providing a human interpretable, low cost, approximate solution, as compared to traditional techniques. Neuro-fuzzy approach is perhaps the most visible hybrid paradigm [6, 61, 72–75] realized so far in soft computing framework. Besides the generic advantages, neuro-fuzzy approach provides the corresponding application-specific merits [76–82]. Rough-fuzzy [63, 83] and neuro-rough [84–86] hybridizations are also proving to be fruitful frameworks for modeling human perceptions and providing means for computing with words. Rough-fuzzy computing provides a powerful mathematical framework to capture uncertainties associated with the data. Its relevance in modeling the fuzzy granulation ($f$-granulation) characteristics of the computational theory of perceptions may also be mentioned in this regard [87–89]. Other hybridized models for pattern recognition and data mining include neuro-genetic [90–94], rough-genetic [95–97], fuzzy-genetic [98–103], rough-neuro-genetic [104], rough-neuro-fuzzy [105–109], and neuro-fuzzy-genetic [110–115] approaches.

1.5 SCOPE AND ORGANIZATION OF THE BOOK

This book has nine chapters describing various theories, methodologies, and algorithms, along with extensive experimental results, addressing certain pattern
recognition and mining tasks in rough-fuzzy computing paradigm with real-life applications. Various methodologies are described using soft computing approaches, judiciously integrating fuzzy logic and rough sets for clustering, classification, and feature selection. The emphasis is placed on the use of the methodologies for handling both object and relational data sets that are large both in size and dimension, and involve classes that are overlapping, intractable and/or having nonlinear boundaries. The effectiveness of the algorithms is demonstrated on different real-life data sets taken from varied domains such as remote sensing, medical imagery, speech recognition, protein sequence encoding and gene expression analysis with special emphasis on problems in medical imaging and mining patterns in bioinformatics. The superiority of the rough-fuzzy models presented in this book over several related ones is found to be statistically significant.

The basic notions and characteristics of two soft computing tools, namely, fuzzy sets and rough sets are briefly presented in Chapter 2. These are followed by the concept of information granules, \( f \)-granulations, emergence of rough-fuzzy computing paradigm, and their relevance to pattern recognition. It also provides a mathematical framework for generalized rough sets incorporating the concept of fuzziness in defining the granules as well as the set. Various roughness and uncertainty measures with properties are introduced. Different research issues related to rough granules are stated.

A generalized hybrid unsupervised learning algorithm, termed as \textit{rough-fuzzy-possibilistic c-means}, is reported in Chapter 3. It comprises a judicious integration of the principles of rough sets and fuzzy sets. Although the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition, the membership function of fuzzy sets enables efficient handling of overlapping partitions. It incorporates both probabilistic and possibilistic memberships simultaneously to avoid the problems of noise sensitivity of fuzzy \( c \)-means and the coincident clusters of possibilistic \( c \)-means. The concept of crisp lower bound and fuzzy boundary of a class, introduced in rough-fuzzy-possibilistic \( c \)-means, enables efficient selection of cluster prototypes. The algorithm is generalized in the sense that all the existing variants of \( c \)-means algorithms can be derived from this algorithm as a special case. Several quantitative indices are described on the basis of rough sets for evaluating the performance of different \( c \)-means algorithms on real-life data sets.

A rough-fuzzy model for pattern classification based on granular computing is described in Chapter 4. In this model, the formulation of class-dependent granules in fuzzy environment is introduced. Fuzzy membership functions are used to represent the feature-wise belonging to different classes, thereby producing fuzzy granulation of the feature space. The fuzzy granules thus generated possess better class discriminatory information that is useful in pattern classification with overlapping classes. The neighborhood rough sets are used in the selection of a subset of granulated features that explore the local or contextual information from neighborhood granules. The model thus explores the mutual advantages of class-dependent fuzzy granulation and neighborhood rough sets. The superiority of this model over other similar methods is established with seven completely
labeled data sets, including a synthetic remote sensing image, and two partially labeled real remote sensing images collected from satellites. Various performance measures, including a method of dispersion estimation, are used for comparative analysis. The dispersion score quantifies the nature of distribution of the classified patterns among different classes so that lower the dispersion, better the classifier. The rough-fuzzy granular space-based model is able to learn well even with a lower percentage of training set that makes the system faster. The model is seen to have the lowest dispersion measure (i.e., misclassified patterns are confined to minimum number of classes) compared to others, thereby reflecting well the overlapping characteristics of a class with others, and providing a strong clue for the class-wise performance improvement with available higher level information. The statistical significance of this model is also supported by the $\chi^2$ test.

The selection of nonredundant and relevant features of real-valued data sets is a highly challenging problem. Chapter 5 deals with a feature selection method based on fuzzy-rough sets by maximizing the relevance and minimizing the redundancy of the selected features. By introducing the concept of fuzzy equivalence partition matrix, a new representation of Shannon’s entropy for fuzzy approximation spaces is presented to measure the relevance and redundancy of features suitable for real-valued data sets. The fuzzy equivalence partition matrix is based on the theory of fuzzy-rough sets, where each row of the matrix represents a fuzzy equivalence partition that can be automatically derived from the given data set. The fuzzy equivalence partition matrix also offers an efficient way to calculate many more information measures, termed as $f$-information measures. Several $f$-information measures are shown to be effective for selecting nonredundant and relevant features of real-valued data sets. The experimental study also includes a comparison of the performance of different $f$-information measures for feature selection in fuzzy approximation spaces. Several quantitative indices are described on the basis of fuzzy-rough sets for evaluating the performance of different methods.

In pattern recognition, there are mainly two types of data: object and relational data. The former is the most common type of data and is in the form of the usual data set of feature vectors. On the other hand, the latter is less common and consists of the pairwise relations such as similarities or dissimilarities between each pair of implicit objects. Such a relation is usually stored in a relation matrix and no other knowledge is available about the objects being clustered. As the relational data is less common than object data, relational pattern recognition methods are not as well developed as their object counterparts, particularly in the area of robust clustering. However, relational methods are becoming a necessity as relational data becomes more and more common. For instance, information retrieval, data mining, web mining, and bioinformatics are all applications which could greatly benefit from pattern recognition methods that can deal with relational data. In this regard, the next chapter discusses a rough-fuzzy relational clustering algorithm, termed as rough-fuzzy $c$-medoids algorithm, and demonstrates its effectiveness in amino acid sequence analysis.
Although several experimental results on both artificial and real-life data sets, including speech and remotely sensed multispectral image data, are provided in Chapters 3, 4, and 5 to demonstrate the effectiveness of the respective rough-fuzzy methodologies, the next four chapters are concerned only with certain specific applications in bioinformatics and medical imaging. Problems considered include selection of a minimum set of basis strings with maximum information for amino acid sequence analysis (Chapter 6), grouping functionally similar genes from microarray gene expression data through clustering (Chapter 7), selection of relevant genes from high dimensional microarray gene expression data (Chapter 8), and segmentation of brain magnetic resonance (MR) images using clustering (Chapter 9).

In most pattern recognition algorithms, biological molecules such as amino acids cannot be used directly as inputs as they are nonnumerical variables. They, therefore, need encoding before being used as input. In this regard, bio-basis function maps a nonnumerical sequence space to a numerical feature space. It is designed using an amino acid mutation matrix. One of the important issues for the bio-basis function is how to select a minimum set of bio-basis strings with maximum information. In Chapter 6, the rough-fuzzy c-medoids algorithm is used to select most informative bio-basis strings. It comprises a judicious integration of the principles of rough sets, fuzzy sets, c-medoids algorithm, and amino acid mutation matrix. The concept of crisp lower bound and fuzzy boundary of a cluster, introduced in rough-fuzzy c-medoids, enables efficient selection of a minimum set of most informative bio-basis strings. Several indices are stated for evaluating quantitatively the quality of selected bio-basis strings.

Microarray technology is one of the important biotechnological means that allows recording the expression levels of thousands of genes during important biological processes and across collections of related samples. An important application of microarray data is to elucidate the patterns hidden in gene expression data for an enhanced understanding of functional genomics. However, the large number of genes and the complexity of biological networks greatly increase the challenges of comprehending and interpreting the resulting mass of data. A first step toward addressing this challenge is the use of clustering techniques. In this regard, different rough-fuzzy clustering algorithms are used in Chapter 7 to cluster functionally similar genes from microarray data sets. The effectiveness of these algorithms, along with a comparison with other related gene clustering algorithms, is demonstrated on a set of microarray gene expression data sets using some standard validity indices.

Several information measures such as entropy, mutual information, and \( f \)-information have been shown to be successful for selecting a set of relevant and nonredundant genes from high dimensional microarray data set. However, for continuous gene expression values, it is very difficult to find the true density functions and to perform the integrations required to compute different information measures. In this regard, the concept of fuzzy equivalence partition matrix, explained in Chapter 5, is used in Chapter 8 to approximate the true marginal and joint distributions of continuous gene expression values.
The performance of this methodology in selecting relevant and nonredundant continuous valued genes from microarray data is compared with that of existing ones using the class separability index and predictive accuracy of support vector machine.

Image segmentation is an indispensable process in the visualization of human tissues, particularly during clinical analysis of MR images. In Chapter 9, different rough-fuzzy clustering algorithms are used for the segmentation of brain MR images. One of the major issues of the rough-fuzzy clustering-algorithm-based brain MR image segmentation is how to select initial prototypes of different classes or categories. The concept of discriminant analysis, based on the maximization of class separability, is used to circumvent the initialization and local minima problems of the rough-fuzzy clustering algorithms. Some quantitative indices are described to extract local features of brain MR images, when applied on a set of synthetic and real brain MR images, for segmentation.
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ROUGH-FUZZY HYBRIDIZATION AND GRANULAR COMPUTING

2.1 INTRODUCTION

Soft computing denotes a consortium of methodologies that works synergistically and provides in one form or another flexible information processing capability for handling real life ambiguous situations. Its aim is to exploit the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to achieve tractability, robustness, and low cost solutions. The guiding principle is to devise methods of computation that lead to an acceptable solution at low cost by seeking an approximate solution to an intractable problem. Chapter 1 described the relevance of different essential components of the soft computing paradigm such as artificial neural networks, genetic algorithms, fuzzy logic, and rough sets to pattern recognition and data mining problems. Various integrations of these tools to complement each other have also been mentioned.

During the past decade, there have been several attempts to derive hybrid methods by judiciously combining the merits of fuzzy logic and rough sets under the name rough-fuzzy or fuzzy-rough computing. One of the challenges of this hybridization is how to integrate these two tools synergistically to achieve both generic and application-specific merits. This is done in a cooperative, rather than a competitive, manner. The result is a more intelligent and robust system providing a human interpretable, low cost, approximate solution, as compared to traditional techniques. This chapter discusses some of the theoretical developments relevant to pattern recognition.

Rough-Fuzzy Pattern Recognition: Applications in Bioinformatics and Medical Imaging,
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The structure of the rest of this chapter is as follows: Sections 2.2 and 2.3 briefly introduce the necessary notions of fuzzy sets and rough sets. In Section 2.4, the concepts of granular computing and fuzzy granulation and emergence of rough-fuzzy computing are discussed. Section 2.5 presents a mathematical framework of generalized rough sets for uncertainty handling and defining rough entropy. Various roughness and entropy measures with properties are reported in Section 2.6. Concluding remarks are given in Section 2.7.

2.2 FUZZY SETS

The development of fuzzy logic has primarily led to the emergence of soft computing. It is the earliest and most widely reported constituent of soft computing. This section provides a glimpse of the available literature pertaining to the use of fuzzy sets in pattern recognition and data mining [1].

Fuzzy set was introduced by Zadeh [2] as a generalization of the classical set theory. To a reasonable extent, fuzzy logic is capable of supporting human type reasoning in natural form. The uncertainty can arise either implicitly or explicitly in each and every phase of a pattern recognition system. It results from the incomplete, imprecise, or ambiguous input information, the ill-defined and/or overlapping boundaries among the classes, and the indefiniteness in defining or extracting features and relations among them. Any decision taken at a particular level may have an impact on all other higher level activities. The modeling of imprecise and qualitative knowledge, as well as the transmission and handling of uncertainty at various stages, is possible through the use of fuzzy sets [3, 4].

Data mining from pattern recognition perspective is mainly concerned with identifying interesting patterns and describing them in a concise and meaningful manner. Fuzzy models can be said to represent a prudent and user-oriented sifting of data, qualitative observations, and calibration of common sense rules in an attempt to establish meaningful and useful relationships between system variables [5]. Despite a growing versatility of knowledge discovery systems, there is an important component of human interaction that is inherent to any process of knowledge representation, manipulation, and processing. Fuzzy sets are inherently inclined toward coping with linguistic domain knowledge and producing more interpretable solutions.

A fuzzy set $A$ in a space of objects $U = \{x_i\}$ is a class of events with a continuum of grades of membership and is characterized by a membership function $\mu_A(x_i)$ that associates with each element in $U$ a real number in the interval $[0, 1]$ with the value of $\mu_A(x_i)$ at $x_i$ representing the grade of membership of $x_i$ in $A$. Formally, a fuzzy set $A$ with its finite number of supports $x_1, \ldots, x_i, \ldots, x_n$ is defined as a collection of ordered pairs $A = \{\mu_A(x_i)/x_i, i = 1, \ldots, n\}$, where the support of $A$ is an ordinary subset of $U$ and is defined as

$$S(A) = \{x_i|x_i \in U \text{ and } \mu_A(x_i) > 0\}. \quad (2.1)$$
Here, $\mu_A(x_i)$ represents the degree to which an object $x_i$ may be a member of $A$ or belong to $A$. If the support of a fuzzy set is only a single object $x_1 \in U$, then $A = \mu_A(x_1)/x_1$ is called a fuzzy singleton. Hence, if $\mu_A(x_1) = 1$, $A = 1/x_1$ denotes a nonfuzzy singleton. In terms of the constituent singletons, the fuzzy set $A$ with its finite number of supports $x_1, \ldots, x_i, \ldots, x_n$ can also be expressed in union form as

$$A = \left\{ \frac{\mu_A(x_1)}{x_1} + \cdots + \frac{\mu_A(x_i)}{x_i} + \cdots + \frac{\mu_A(x_n)}{x_n} \right\}$$

(2.2)

where the sign $+$ denotes the union [4]. Assignment of membership functions of a fuzzy subset is subjective in nature and reflects the context in which the problem is viewed.

The fuzzy set theory has greater flexibility to capture various aspects of incompleteness, impreciseness, or imperfection in information about a situation as it is a generalization of the classical set theory [2]. The relevance of fuzzy set theory in the realm of pattern recognition and data mining is adequately justified in [3, 6–9]. Fuzzy sets have been successfully applied in pattern classification [10], clustering [3, 6–8, 11–14], and image processing [15–24]. In addition to pattern recognition, fuzzy sets find widespread applications in solving different problems in association rule mining [25–27], fuzzy information storage and retrieval [28], functional dependency [29], data summarization [30, 31], web mining [32, 33], granular computing [34, 35], microarray data analysis [36, 37], case-based reasoning [38], and so forth.

Pattern recognition and data mining aim at sifting through large volumes of data in order to reveal useful information in the form of new relationships, patterns, or clusters for decision making. Fuzzy sets support a focused search, specified in linguistic terms, through data. They also help discover dependencies between the data in qualitative format. In pattern recognition and data mining, one is typically interested in a focused discovery of structure and an eventual quantification of functional dependencies existing therein. This helps prevent searching for meaningless or trivial patterns in a database. Researchers have developed fuzzy clustering algorithms for this purpose [39, 40]. In this context, it may be mentioned that granular computing [41–43] is useful in finding meaningful patterns in data by expressing and processing chunks of information or granules. Coarse granulation reduces attribute distinctiveness, resulting in loss of useful information, while finer granulation leads to partitioning difficulty. Soft granules can be defined in terms of fuzzy membership functions.

2.3 ROUGH SETS

The theory of rough sets [44, 45] has emerged as a major mathematical tool for managing uncertainty that arises from granularity in the domain of discourse, that is, from the indiscernibility between objects in a set. It has proved to be useful in a variety of pattern recognition and data mining problems [1].
It offers mathematical tools to discover hidden patterns in data, and therefore its importance, as far as pattern recognition and data mining are concerned, can in no way be overlooked. A fundamental principle of a rough set-based learning system is to discover redundancy and dependency between the given features of a problem to be classified. It approximates a given concept using lower and upper approximations of that concept [44, 45].

The rough sets begin with the notion of an approximation space, which is a pair \( <U, R> \), where \( U \), the universe of discourse, is a nonempty set and \( R \) an equivalence relation on \( U \), that is, \( R \) is reflexive, symmetric, and transitive. The relation \( R \) decomposes the set \( U \) into disjoint classes in such a way that two elements \( x \) and \( y \) are in the same class iff \( (x, y) \in R \). Let \( U/R \) denote the quotient set of \( U \) by the relation \( R \), and

\[
U/R = \{X_1, \ldots, X_i, \ldots, X_p\}
\]  

(2.3)

where \( X_i \) is an equivalence class or information granule of \( R \), \( i = 1, 2, \ldots, p \). If two elements \( x \) and \( y \) in \( U \) belong to the same equivalence class \( X_i \in U/R \), we say that \( x \) and \( y \) are indistinguishable. The equivalence classes of \( R \) and the empty set \( \emptyset \) are the elementary sets in the approximation space \( <U, R> \).

Given an arbitrary set \( X \in 2^U \), in general, it may not be possible to describe \( X \) precisely in \( <U, R> \). One may characterize \( X \) by a pair of lower and upper approximations defined as follows [45, 46]:

\[
\overline{RX} = \bigcup_{X_i \subseteq X} X_i;
\]

(2.4)

\[
\overline{RX} = \bigcup_{X_i \cap X \neq \emptyset} X_i.
\]

(2.5)

Hence, the lower approximation \( \overline{RX} \) is the union of all the elementary sets that are subsets of \( X \), and the upper approximation \( \overline{RX} \) is the union of all the elementary sets that have a nonempty intersection with \( X \). The interval \( \langle \overline{RX}, \overline{RX} \rangle \) is the representation of an ordinary set \( X \) in the approximation space \( <U, R> \) or simply called the rough sets of \( X \). The lower (respectively, upper) approximation \( \overline{RX} \) (respectively, \( \overline{RX} \)) is interpreted as the collection of those elements of \( U \) that definitely (respectively, possibly) belong to \( X \). Further,

- a set \( X \in 2^U \) is said to be definable or exact in \( <U, R> \) iff \( \overline{RX} = \overline{RX} \).
- for any \( X, Y \in 2^U \), \( X \) is said to be roughly included in \( Y \), denoted by \( X \preceq_R Y \), iff \( \overline{RX} \subseteq \overline{RY} \) and \( \overline{RX} \subseteq \overline{RY} \).
- \( X \) and \( Y \) are said to be roughly equal, denoted by \( X \simeq_R Y \), in \( <U, R> \) iff \( \overline{RX} = \overline{RY} \) and \( \overline{RX} = \overline{RY} \).

Pawlak [45] discusses two numerical characterizations of imprecision of a subset \( X \) in the approximation space \( <U, R> \): accuracy and roughness. Accuracy
of \( X \), denoted by \( \alpha_R(X) \), is the ratio of the number of objects in its lower approximation to that in its upper approximation, namely

\[
\alpha_R(X) = \frac{|RX|}{|RX|} \tag{2.6}
\]

The roughness of \( X \), denoted by \( \rho_R(X) \), is defined by subtracting the accuracy from 1:

\[
\rho_R(X) = 1 - \alpha_R(X) = 1 - \frac{|RX|}{|RX|} \tag{2.7}
\]

Note that the lower the roughness of a subset, the better its approximation. Further, the following observations are easily obtained:

1. As \( RX \subseteq X \subseteq \overline{RX} \), \( 0 \leq \rho_R(X) \leq 1 \).
2. By convention, when \( X = \emptyset \), \( RX = \overline{RX} = \emptyset \), and \( \rho_R(X) = 0 \).
3. \( \rho_R(X) = 0 \) if and only if \( X \) is definable in \( <U, R> \).

The rough set method provides an effective tool for extracting knowledge from databases. First, a knowledge base is created by classifying objects and attributes within the created decision tables. Then, a knowledge discovery process is initiated to remove some undesirable attributes. Finally, the data dependency is analyzed, in the reduced database, to find the minimal subset of attributes, called reduct. A rough set learning algorithm can be used to obtain a set of rules from a decision table in IF-THEN form [45].

The applications of rough sets to pattern recognition and data mining mainly proceed along the following two directions, namely, decision rule induction from attribute value table and data filtration by template generation. Most of the methods of the former category are based on generation of discernibility matrices and reducts [47–53]. On the other hand, the latter category mainly involves extracting elementary blocks from data based on equivalence relation [54]. Besides these, reduction of memory and computational requirements for rule generation, and working on dynamic databases [51] are also considered.

The rough set theory has been applied successfully to fuzzy rule extraction [55], reasoning with uncertainty [45, 56], fuzzy modeling, feature selection [57–60], microarray data analysis [61–66], prediction of biological activity of molecules [67], image processing [68–73], and web mining [74]. It is proposed for indiscernibility in classification according to some similarity [45, 75]. The variable precision rough set model [76–79], multigranulation rough sets [80], covering-based rough sets [81], tolerance rough sets [82, 83], fuzzy-rough sets [84–88], neighborhood rough sets [89], and probabilistic rough sets [90–92] are the extensions of the original rough-set-based knowledge representation.
2.4 EMERGENCE OF ROUGH-FUZZY COMPUTING

This section provides the basic notions of granular computing, fuzzy granulation, and emergence of rough-fuzzy computing.

2.4.1 Granular Computing

Granulation is a computing paradigm, among others such as self-reproduction, self-organization, functioning of brain, Darwinian evolution, group behavior, cell membranes, and morphogenesis, which are abstracted from natural phenomena. Granulation is inherent in human thinking and reasoning processes. Granular computing provides an information processing framework where computation and operations are performed on information granules and is based on the realization that precision is sometimes expensive and not much meaningful in modeling and controlling complex systems.

Granular computing may be regarded as a unified framework for theories, methodologies, and techniques that make use of granules, that is, groups, classes, or clusters of objects in a universe, in the process of problem solving. In many situations, when a problem involves incomplete, uncertain and vague information, it may be difficult to differentiate distinct elements and one may find it convenient to consider granules for its handling [41, 93]. On the other hand, in some situations although detailed information is available, it may be sufficient to use granules in order to have an efficient and practical solution. Hence, granulation is an important step in the human cognition process [35]. From a more practical point of view, the simplicity derived from granular computing is useful for designing scalable pattern recognition and data mining algorithms [34, 42, 94–98]. There are two aspects of granular computing, namely, algorithmic aspect and semantic aspect. In algorithmic aspect, one deals with formation, representation, and interpretation of granules, while the semantic aspect deals with utilization of granules for problem solving. Since, in granular computing, computations or operations are performed on granules, that is, clump of similar objects or points, rather than on the individual data points, computation time is greatly reduced. Several approaches for granular computing have been suggested in the literature including fuzzy set theory [43, 99], rough set theory [45, 100, 101], power algebras, and interval analysis.

2.4.2 Computational Theory of Perception and \( f \)-Granulation

Any discussion about pattern recognition and decision making in the twenty first century will be incomplete without the mention of computational theory of perceptions (CTP) explained by Zadeh [102], which is governed by perception-based computation. CTP is inspired by the remarkable human capability to perform a wide variety of physical and mental tasks, which include recognition tasks without any measurements and any computations. This capability is due to the crucial ability of the human brain to manipulate perceptions of time,
distance, force, direction, shape, color, taste, number, intent, likelihood, and truth, among others.

Recognition and perception are closely related. In a fundamental way, a recognition process may be viewed as a sequence of decisions. Decisions are based on information. In most realistic settings, decision-relevant information is a mixture of measurements and perceptions. An essential difference between measurement and perception is that, in general, measurements are crisp while perceptions are fuzzy. In existing theories, perceptions are converted into measurements, but such conversions in many cases, are infeasible, unrealistic, or counterproductive.

An alternative suggested by the CTP is to convert perceptions into propositions expressed in a natural language.

Perceptions are intrinsically imprecise. More specifically, perceptions are fuzzy-granular ($f$-granular), that is, both fuzzy and granular, with a granule being a clump of elements of a class that are drawn together by indistinguishability, similarity, proximity, or functionality. The $f$-granularity of perceptions reflects the finite ability of sensory organs and, ultimately, the brain, to resolve detail and store information. In effect, $f$-granulation is a human way of achieving data compression. It may be mentioned here that although information granulation in which the granules are crisp, that is, $c$-granular, plays key roles in both human and machine intelligence, it fails to reflect the fact that in much, perhaps most, of human reasoning and concept formation the granules are fuzzy ($f$-granular) rather than crisp. In this respect, generality increases as the information ranges from singular, $c$-granular to $f$-granular. It means that the CTP has, in principle, a higher degree of generality than qualitative reasoning and qualitative process theory in artificial intelligence [103]. The types of problems that fall under the scope of the CTP typically include perception-based function modeling, perception-based system modeling, perception-based time series analysis, solution of perception-based equations, and computation with perception-based probabilities where perceptions are described as a collection of different linguistic IF-THEN rules.

The $f$-granularity of perceptions puts them well beyond the meaning representation capabilities of predicate logic and other available meaning representation methods [102]. In the CTP, meaning representation is based on the use of the so-called constraint-centered semantics, and reasoning with perceptions is carried out by goal-directed propagation of generalized constraints. In this way, the CTP adds to the existing theories the capability to operate on and reason with perception-based information. This capability is already provided, to an extent, by fuzzy logic and, in particular, by the concept of a linguistic variable and the calculus of fuzzy IF-THEN rules. The CTP extends this capability much further and in new directions. In application to pattern recognition and data mining, the CTP opens the door to a much wider and more systematic use of natural languages in the description of patterns, classes, perceptions and methods of recognition, organization, and knowledge discovery. Upgrading a search engine to a question-answering system is another prospective candidate in web mining for the CTP application. However, one may note that dealing with perception-based information is more complex...
and more effort intensive than dealing with measurement-based information, and this complexity is the price that has to be paid to achieve superiority.

### 2.4.3 Rough-Fuzzy Computing

Rough set theory [45, 56] provides an effective means for the analysis of data by synthesizing or constructing approximations (upper and lower) of set concepts from the acquired data. The key notions here are those of information granule and reducts. Information granule formalizes the concept of finite precision representation of objects in real life situation, and reducts represent the core of an information system, both in terms of objects and features, in a granular universe. Granular computing refers to that domain where computation and operations are performed on information granules, that is, clumps of similar objects or points. Therefore, it leads to both data compression and gain in computation time, and finds wide applications [104]. An important use of rough set theory and granular computing in pattern recognition and data mining has been in generating logical rules for classification and association [45]. These logical rules correspond to different important regions of a feature space, which represent data clusters roughly.

For the past few years, rough set theory and granular computation have proved to be another soft computing tool which, in various synergistic combinations with fuzzy logic, artificial neural networks, and genetic algorithms, provides a stronger framework to achieve tractability, robustness, and low cost solution and closely resembles human decision making [104]. There are usually real valued data and fuzzy information in real world applications. Combining fuzzy sets and rough sets provides an important direction in reasoning with uncertainty for real valued data [58, 105–108]. Both fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data [106, 107]. They are complementary in some aspects. The significance of roughness of a fuzzy set [109] and fuzziness in rough sets [110] may also be mentioned in this regard.

It may be noted that fuzzy set theory hinges on the notion of a membership function on the domain of discourse, assigning to each object a grade of belongingness in order to represent an imprecise or overlapping concept. The form of rough set theory is on the ambiguity caused by limited discernibility of objects in the domain of discourse. The idea is to approximate any concept (a crisp subset in the domain) by a pair of exact sets, called the lower and upper approximations. But, the concepts, in such a granular universe, may well be imprecise in the sense that these may not be represented by crisp subsets. This leads to a direction, among others, in which the notions of rough sets and fuzzy sets can be integrated, the aim being to develop a model of uncertainty stronger than either under the umbrella called rough-fuzzy computing.

Recently, rough-fuzzy computing has drawn the attention of researchers in the pattern recognition and machine learning community [85, 106, 107, 111–125]. Rough-fuzzy techniques are efficient hybrid techniques based on judicious integration of the principles of rough sets and fuzzy sets. In pattern recognition, for example, while the membership functions of fuzzy sets enable efficient
handling of overlapping classes, the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definitions. Since the rough-fuzzy approach has the capability of providing a stronger paradigm for uncertainty handling, it has greater promise in application domains of pattern recognition and data mining, where fuzzy sets and/or rough sets are being effectively used and proved to be successful. Its effectiveness in handling large data sets, both in size and dimension, is also evident because of its fuzzy granulation ($f$-granulation) characteristics. Some of the challenges arising out of those posed by massive data and high dimensionality, nonstandard and incomplete data, and knowledge discovery using linguistic rules and over-fitting problems can be dealt well using soft computing and rough-fuzzy approaches. The generalized theories of rough-fuzzy techniques have been applied successfully to feature selection of real valued data [58, 84, 86, 126–128], clustering [114, 115, 129, 130], classification of incomplete data [131, 132], mining stock price [122], vocabulary mining for information retrieval [120], fuzzy decision rule extraction, image processing [133–136], case-based reasoning [137–139], microarray data analysis [117, 129], and web mining [127, 140]. Rough-fuzzy integration can also be considered as a way of emulating the basis for $f$-granulation in the CTP, where perceptions have fuzzy boundaries and granular attribute values [103].

The next section presents a mathematical framework of generalized rough sets, proposed by Sen and Pal [136], for uncertainty handling and defining rough entropy based on four criteria, namely, (i) set is crisp and granules are crisp, (ii) set is fuzzy and granules are crisp, (iii) set is crisp and granules are fuzzy, and (iv) set is fuzzy and granules are fuzzy. The $f$-granulation property of the CTP can therefore be modeled using the rough-fuzzy computing framework with one or more of the aforesaid criteria. Various roughness and entropy measures with properties are then introduced in Section 2.6.

2.5 GENERALIZED ROUGH SETS

The expressions in Equations (2.4) and (2.5) for the lower and upper approximations of the set $X$, respectively, depend on the type of relation $R$ and whether $X$ is a crisp or a fuzzy set [4]. In the following discussion, the upper and lower approximations of the set $X$ are considered when $R$ denotes an equivalence, a fuzzy equivalence, a tolerance, or a fuzzy tolerance relation and $X$ is a crisp or a fuzzy set.

When $X$ is a crisp or a fuzzy set and the relation $R$ is a crisp or a fuzzy equivalence relation, the expressions for the lower and the upper approximations of the set $X$ are given as

$$RX = \{(u, M(u)) | u \in U\}$$
$$\bar{R}X = \{(u, \overline{M(u)}) | u \in U\}$$

(2.8)
where

\[
M(u) = \sum_{Y \in U/R} m_Y(u) \times \inf_{\varphi \in U} \max(1 - m_Y(\varphi), \mu_X(\varphi))
\]

\[
\overline{M}(u) = \sum_{Y \in U/R} m_Y(u) \times \sup_{\varphi \in U} \min(m_Y(\varphi), \mu_X(\varphi))
\]

(2.9)

where the membership function \(m_Y\) represents the belongingness of every element \(u\) in the universe \(U\) to a granule \(Y \in U/R\) and it takes values in the interval \([0, 1]\) such that \(\sum_Y m_Y(u) = 1\), and \(\mu_X\), which takes values in the interval \([0, 1]\), is the membership function associated with \(X\). When \(X\) is a crisp set, \(\mu_X\) would take values only from the set \([0, 1]\). Similarly, when \(R\) is a crisp equivalence relation \(m_Y\) would take values only from the set \([0, 1]\). In the above, the symbols \(\sum\) (sum) and \(\times\) (product) represent specific fuzzy union and intersection operations, respectively [4], which are chosen on the basis of their suitability with respect to the underlying application of measuring ambiguity.

In the above, the indiscernibility relation \(R \subseteq U \times U\) is considered to be an equivalence relation, that is, \(R\) satisfies crisp or fuzzy reflexivity, symmetry, and transitivity properties [4]. However, if \(R\) does not satisfy any one of these three properties, the expressions in Equation (2.8) can no longer be used. Next, the case where the transitivity property is not satisfied is considered. Such a relation \(R\) is said to be a tolerance relation and the space \(<U, R>\) obtained is referred to as a tolerance approximation space [141]. When \(R\) is a tolerance relation, the expressions for the membership values corresponding to the lower and upper approximations of an arbitrary set \(X\) in \(U\) are given as

\[
M(u) = \inf_{\varphi \in U} \max(1 - S_R(u, \varphi), \mu_X(\varphi))
\]

\[
\overline{M}(u) = \sup_{\varphi \in U} \min(S_R(u, \varphi), \mu_X(\varphi))
\]

(2.10)

where \(S_R(u, \varphi)\) is a value representing the tolerance relation \(R\) between \(u\) and \(\varphi\). The pair of sets \(<RX, \overline{RX}>\) and the approximation space \(<U, R>\) are referred to differently, depending on whether \(X\) is a crisp or a fuzzy set; the relation \(R\) is a crisp or a fuzzy equivalence, or a crisp or a fuzzy tolerance relation. The different forms of the lower and upper approximations of the set \(X\) are shown graphically in Fig. 2.1, while the different names are listed in Table 2.1.

### 2.6 ENTROPY MEASURES

Defining entropy measures on the basis of rough set theory has been considered by researchers in the past decade. Probably, the first such work was reported in Beaubouef et al. [142], where a rough entropy of a set in a universe has been
Figure 2.1 Different forms of lower and upper approximations of set $X$. (a) Rough sets, (b) rough-fuzzy sets, (c) fuzzy-rough sets, and (d) fuzzy rough-fuzzy sets.

Table 2.1 Different Types of Rough Sets and Approximation Space $<U, R>$

<table>
<thead>
<tr>
<th>Relation</th>
<th>$X$ Is Crisp</th>
<th>Approximation Space $&lt;\overline{R}X, \overline{RX}&gt;$</th>
<th>$&lt;U, R&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_Y(u) \in {0, 1}$ (crisp equivalence relation)</td>
<td>Rough set of $X$</td>
<td>Crisp equivalence</td>
<td></td>
</tr>
<tr>
<td>$m_Y(u) \in {0, 1}$ (fuzzy equivalence relation)</td>
<td>Fuzzy-rough set of $X$</td>
<td>Fuzzy equivalence</td>
<td></td>
</tr>
<tr>
<td>$S_R : U \times U \rightarrow {0, 1}$ (crisp tolerance relation)</td>
<td>Tolerance rough set of $X$</td>
<td>Crisp tolerance</td>
<td></td>
</tr>
<tr>
<td>$S_R : U \times U \rightarrow {0, 1}$ (fuzzy tolerance relation)</td>
<td>Tolerance fuzzy-rough set of $X$</td>
<td>Fuzzy tolerance</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Relation</th>
<th>$X$ Is Fuzzy</th>
<th>Approximation Space $&lt;\overline{R}X, \overline{RX}&gt;$</th>
<th>$&lt;U, R&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_Y(u) \in {0, 1}$ (crisp equivalence relation)</td>
<td>Rough-fuzzy set of $X$</td>
<td>Crisp equivalence</td>
<td></td>
</tr>
<tr>
<td>$m_Y(u) \in {0, 1}$ (fuzzy equivalence relation)</td>
<td>Fuzzy rough-fuzzy set of $X$</td>
<td>Fuzzy equivalence</td>
<td></td>
</tr>
<tr>
<td>$S_R : U \times U \rightarrow {0, 1}$ (crisp tolerance relation)</td>
<td>Tolerance rough-fuzzy set of $X$</td>
<td>Crisp tolerance</td>
<td></td>
</tr>
<tr>
<td>$S_R : U \times U \rightarrow {0, 1}$ (fuzzy tolerance relation)</td>
<td>Tolerance fuzzy rough-fuzzy set of $X$</td>
<td>Fuzzy tolerance</td>
<td></td>
</tr>
</tbody>
</table>
proposed. This rough entropy measure is defined on the basis of the uncertainty in granulation obtained using a relation defined over universe \([45]\) and the definability of the set. Other entropy measures that quantify the uncertainty in crisp or fuzzy granulation alone have been reported in the literature \([143\text{--}145]\). An entropy measure is presented in Yager \([146]\), which quantifies information with the underlying elements with limited discernibility between them, although it is not based on rough set theory.

Incompleteness of knowledge about a universe leads to granulation \([45]\) and hence a measure of the uncertainty in granulation quantifies this incompleteness of knowledge. Therefore, apart from the rough entropy discussed in Beaubouef et al. \([142]\), which quantifies the incompleteness of knowledge about a set in a universe, the other aforesaid entropy measures quantify the incompleteness of knowledge about a universe. The effect of incompleteness of knowledge about a universe becomes evident only when an attempt is made to define a set in it. Note that the definability of a set in a universe is not always affected by a change in the uncertainty in granulation. This is evident in a few examples given in Beaubouef et al. \([142]\). Hence, a measure of incompleteness of knowledge about a universe with respect to only the definability of a set is required.

First attempt of formulating an entropy measure with respect to the definability of a set was made by Pal et al. \([94]\), which has been successfully used for image segmentation. However, as pointed out in Sen and Pal \([147]\), this measure does not satisfy the necessary property that the entropy value is maximum or optimum when the uncertainty is maximum. In this case, the uncertainty is the incompleteness of knowledge. Next, some recently proposed entropy measures \([136]\) are reported, which quantify the incompleteness of knowledge about a universe with respect to the definability of a set of elements in the universe holding a particular property or representing a category. The lower and upper approximations of a vaguely definable set \(X\) in a universe \(U\) can be used in the expression given in Equation (2.7) in order to get an inexactness measure of the set \(X\) called the roughness measure \(\rho_R(X)\). The vague definition of \(X\) in \(U\) signifies incompleteness of knowledge about \(U\). The entropy measures \([136]\) are presented based on the roughness measures of a set and its complement in order to quantify the incompleteness of knowledge about a universe.

One of the two classes of entropy measures is obtained by measuring the gain in information or in present case the gain in incompleteness using a logarithmic function as suggested in the Shannon’s theory. This class of entropy measures for quantifying the incompleteness of knowledge about \(U\) with respect to the definability of a set \(X \subseteq U\) is given as \([136]\)

\[
H^L_R(X) = -\frac{1}{2} \left[ \kappa(X) + \kappa(X^C) \right]
\]

(2.11)

where \(\kappa(X) = \rho_R(X) \log_\beta \rho_R(X)/\beta\) for any set \(X \subseteq U\), \(\beta\) denotes the base of the logarithmic function used and \(X^C \subseteq U\) stands for the complement of the set \(X\) in the universe. The various entropy measures of this class are obtained by
calculating the roughness values $\rho_R(X)$ and $\rho_R(X^C)$ considering the different ways of obtaining the lower and upper approximations of the vaguely definable set $X$. Note that, the gain in incompleteness term is taken as $-\log_\beta(\rho_R/\beta)$ in Equation (2.11) and for $\beta > 1$ it takes a value in the interval $[1, \infty]$.

The other class of entropy measures is obtained by considering an exponential function [148] to measure the gain in incompleteness. This second class of entropy measures for quantifying the incompleteness of knowledge about $U$ with respect to the definability of a set $X \subseteq U$ is given as [136]

$$H^E_R(X) = \frac{1}{2} \left[ \rho_R(X)\beta(\tau_R(X)) + \rho_R(X^C)\beta(\tau_R(X^C)) \right]$$  \hspace{1cm} (2.12)

where $\bar{\rho}_R(X) = 1 - \rho_R(X)$ for any set $X \subseteq U$, $\beta$ denotes the base of the exponential function used. N.R. Pal and S.K. Pal [148] had considered only the case when $\beta$ equaled $e(\approx 2.7183)$. Similar to the class of entropy measures $H^L_R$, the various entropy measures of this class are obtained by using the different ways of obtaining the lower and upper approximations of $X$ in order to calculate $\rho_R(X)$ and $\rho_R(X^C)$. The gain in incompleteness term is taken as $\beta(1-\rho_R)$ in Equation (2.12) and for $\beta > 1$ it takes a value in the finite interval $[1, \beta]$.

In the following discussion, an entropy measure is named using attributes that represent the class (logarithmic or exponential) it belongs to, and the type of the pair of sets $<R_X, RX>$ considered. If $<R_X, RX>$ represents a tolerance rough-fuzzy set and the expression of the entropy in Equation (2.12) is considered, then such an entropy is called as the exponential tolerance rough-fuzzy entropy. Some other examples of names for the entropy measures are the logarithmic rough entropy, the exponential fuzzy-rough entropy, and the logarithmic tolerance fuzzy rough-fuzzy entropy.

Let a set $A$ is fuzzy in nature and it is associated with a membership function $\mu_A$. As mentioned in Pal and Bezdek [149], most of the appropriate fuzzy-set-theory-based uncertainty measures can be grouped into two classes, namely, the multiplicative class and the additive class. It should be noted from Pal and Bezdek [149] that the measures belonging to these classes are functions of $\mu_A$ and $\mu_A^C$ where $\mu_A = 1 - \mu_A^C$. The existence of an exact relation between $\mu_A$ and $\mu_A^C$, as mentioned in Pal and Bezdek [149], suggests that they theoretically convey the same. However, sometimes such unnecessary terms should to be retained as dropping them would cause the corresponding measures to fail certain important properties.

The following analysis establishes the relation between $\rho_R(X)$ and $\rho_R(X^C)$ and shows that there exist no unnecessary terms in the classes of entropy measures (Eqs. (2.11) and (2.12)) proposed using rough set theory and its certain generalizations. Let us consider

$$\rho_R(X) = \frac{1}{C}, \hspace{0.5cm} 1 \leq C \leq \infty$$  \hspace{1cm} (2.13)

as $\rho_R(X)$ takes a value in the interval $[0, 1]$ and let the total number of elements in the universe $U$ under consideration be $n$. As we have $X \cup X^C = U$, it can be
easily deduced that $RX \cup R^C X = U$ and $RX \cup R^C X = U$. Hence, from Equation (2.7), we get

$$\rho_R(X) = 1 - \frac{|RX|}{|RX|};$$  \hspace{1cm} (2.14)

$$\rho_R(X^C) = 1 - \frac{|RX^C|}{|RX^C|} = 1 - \frac{n - |RX|}{n - |RX|}. \hspace{1cm} (2.15)$$

From Equations (2.13), (2.14), and (2.15), the following relation between $\rho_R(X)$ and $\rho_R(X^C)$ can be established:

$$\rho_R(X^C) = \rho_R(X) - \frac{|RX|}{n - |RX|} = \frac{1}{C} \left( \frac{|RX|}{n - |RX|} \right). \hspace{1cm} (2.16)$$

**C1:** When $1 < C < \infty$, according to Equation (2.13), $|RX|/|RX| = (C - 1)/C$. Using this relation in Equation (2.16), the following relation can be obtained:

$$\rho_R(X^C) = \rho_R(X) \left( \frac{C}{C - 1} \right) \left( \frac{n}{n - |RX|} \right). \hspace{1cm} (2.17)$$

which reduces to

$$\rho_R(X^C) = \frac{1}{C - 1} \left( \frac{1}{n - |RX|} \right). \hspace{1cm} (2.18)$$

Note that $\rho_R(X)$ takes value in the interval $(0, 1)$ when $1 < C < \infty$. In this case, the value of $|RX|$ could range from a positive infinitesimal quantity, say $\epsilon$, to a maximum value of $n$. Hence,

$$\epsilon \frac{C - 1}{C} \leq |RX| \leq n \frac{C - 1}{C}. \hspace{1cm} (2.19)$$

Using Equation (2.19) in Equation (2.18), we get

$$\frac{\epsilon}{nC - \epsilon(C - 1)} \leq \rho_R(X^C) \leq 1. \hspace{1cm} (2.20)$$

As $1 < C < \infty$, $\epsilon \ll 1$ and usually $n \gg 1$, we may write Equation (2.20) as

$$0 \leq \rho_R(X^C) \leq 1. \hspace{1cm} (2.21)$$

Hence, it may be concluded that for a given nonzero and nonunity value of $\rho_R(X)$, $\rho_R(X^C)$ may take any value in the interval $(0, 1)$. 
C2: When \( C = 1 \), \( \rho_R(X) \) takes a unity value. In this case, \( |RX| = 0 \) and the value of \( |RX| \) could range from \( \epsilon \) to a maximum value of \( n \). Hence, it is easily evident from Equation (2.16) that \( \rho_R(X^C) \) may take any value in the interval \((0, 1]\) when \( \rho_R(X) = 1 \).

C3: When \( C = \infty \), the \( \rho_R(X) = 0 \). In such a case, the value of \( |RX| \) could range from zero to a maximum value of \( n \) and \( |RX| = |\bar{R}X| \). As evident from Equation (2.16), when \( C = \infty \), irrespective of any other term, we get \( \rho_R(X^C) = 0 \). This is obvious as a exactly definable set \( X \) should imply an exactly definable set \( X^C \).

Hence, the relation between \( \rho_R(X) \) and \( \rho_R(X^C) \) is such that, if one of them is considered to take a nonzero value, that is, the underlying set is vaguely definable or inexact, the value of the other, which would also be a nonzero quantity, cannot be uniquely specified. Therefore, there exist no unnecessary terms in the classes of entropy measures given in Equations (2.11) and (2.12). However, from Equations (2.14) and (2.15), it is easily evident that \( \rho_R(X) \) and \( \rho_R(X^C) \) are positively correlated.

The base parameter \( \beta \) of the two classes of entropy measures (Eqs. (2.11) and (2.12)) incurs certain restrictions, so that the entropies satisfy some important properties. In this section, the restrictions regarding the base parameters are discussed, along with a few properties of the entropies.

**Range of Values for the Base \( \beta \)** The classes of entropy measures \( HL_R \) and \( HE_R \), given in Equations (2.11) and (2.12), respectively, must be consistent with the fact that maximum information (entropy) is available when the uncertainty is maximum and the entropy is zero when there is no uncertainty. Note that, in this case, maximum uncertainty represents maximum possible incompleteness of knowledge about the universe. Hence, maximum uncertainty occurs when both the roughness values used in \( HL_R \) and \( HE_R \) equal unity and uncertainty is zero when both of them are zero. It can be easily shown that in order to satisfy the aforesaid condition, the base \( \beta \) in \( HL_R \) must take a finite value greater than or equal to \( e^c \approx 2.7183 \) and the base \( \beta \) in \( HE_R \) must take a value in the interval \((1, e]\). When \( \beta \geq e \) in \( HL_R \) and \( 1 < \beta \leq e \) in \( HE_R \), the values taken by both \( HL_R \) and \( HE_R \) lie in the range \([0, 1]\). Note that, for an appropriate \( \beta \) value, the entropy measures attain the minimum value of zero only when \( \rho_R(X) = \rho_R(X^C) = 0 \) and the maximum value of unity only when \( \rho_R(X) = \rho_R(X^C) = 1 \).

**Fundamental Properties** A few properties of the logarithmic and exponential classes of entropy measures expressing \( HL_R \) and \( HE_R \) as functions of two parameters representing roughness measures are presented next. The expressions given in Equations (2.11) and (2.12) can be rewritten in parametric form as follows:

\[
HL_R(A, B) = -\frac{1}{2} \left[ A \log_\beta \left( \frac{A}{\beta} \right) + B \log_\beta \left( \frac{B}{\beta} \right) \right] \quad (2.22)
\]

\[
HE_R(A, B) = \frac{1}{2} \left[ A \beta^{(1-A)} + B \beta^{(1-B)} \right] \quad (2.23)
\]
where the parameters $A \in [0, 1]$ and $B \in [0, 1]$ represent the roughness values $\rho_R(X)$ and $\rho_R(X^c)$, respectively. Considering the convention $0 \log_0 0 = 0$, the properties of $H^L_R(A, B)$ and $H^E_R(A, B)$ are discussed next along the lines of Ebanks [150].

P1. Nonnegativity: $H^L_R(A, B) \geq 0$ and $H^E_R(A, B) \geq 0$ with equality in both the cases if and only if $A = 0$ and $B = 0$.

P2. Continuity: Both $H^L_R(A, B)$ and $H^L_R(A, B)$ are continuous functions of $A$ and $B$, where $A, B \in [0, 1]$.

P3. Sharpness: Both $H^L_R(A, B)$ and $H^E_R(A, B)$ equal zero if and only if the roughness values $A$ and $B$ equal zero, that is, $A$ and $B$ are sharp.

P4. Maximality and normality: Both $H^L_R(A, B)$ and $H^E_R(A, B)$ attain their maximum value of unity if and only if the roughness values $A$ and $B$ are unity. That is, $H^L_R(A, B) \leq H^L_R(1, 1) = 1$ and $H^E_R(A, B) \leq H^E_R(1, 1) = 1$, where $A, B \in [0, 1]$.

P5. Resolution: $H^L_R(A^*, B^*) \leq H^L_R(A, B)$ and $H^E_R(A^*, B^*) \leq H^E_R(A, B)$, where $A^*$ and $B^*$ are the sharpened version of $A$ and $B$, respectively, that is, $A^* \leq A$ and $B^* \leq B$.

P6. Symmetry: Both $H^L_R(A, B)$ and $H^E_R(A, B)$ are symmetric about the line $A = B$.

P7. Monotonicity: Both $H^L_R(A, B)$ and $H^E_R(A, B)$ are monotonically nondecreasing functions of $A$ and $B$.

P8. Conavity: Both $H^L_R(A, B)$ and $H^E_R(A, B)$ are concave functions of $A$ and $B$.

2.7 CONCLUSION AND DISCUSSION

This chapter presents the basic notions and characteristics of fuzzy sets and rough sets. It also provides a glimpse of the available literature pertaining to the use of fuzzy sets and rough sets in pattern recognition and data mining. The concept of information granules is introduced, along with the emergence of rough-fuzzy computing paradigm and their relevance to pattern recognition and data mining. This chapter also provides a mathematical framework for generalized rough sets incorporating the concept of fuzziness in defining the granules as well as the set. Various roughness and uncertainty measures with properties are stated.

The new entropies have been used in Sen and Pal [136] to quantify ambiguities in images, and it has been shown that some of the entropies can be used to quantify ambiguities because of both fuzzy boundaries and rough resemblance. The utility and effectiveness of these entropy measures have been demonstrated by considering some elementary image processing applications and comparisons with the use of certain fuzziness measures. The classes of entropy measures based on rough set theory and its certain generalizations are not restricted to the
few applications discussed [136]. They are, in general, applicable to all tasks where ambiguity measure-based techniques have been found suitable, provided that the rough resemblance aspect of ambiguities exists. It would be interesting to carry out such investigations as the new measures possess certain advantages over most fuzzy set theory-based uncertainty measures, which have been the prime tool for measuring ambiguities. Chapter 3 presents a generalized hybrid unsupervised learning algorithm, integrating the merits of rough sets and fuzzy sets.
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ROUGH-FUZZY CLUSTERING: GENERALIZED $c$-MEANS ALGORITHM

3.1 INTRODUCTION

Cluster analysis is a technique for finding natural groups present in the data. It divides a given data set into a set of clusters in such a way that two objects from the same cluster are as similar as possible and the objects from different clusters are as dissimilar as possible. In effect, it tries to mimic the human ability to group similar objects into classes and categories [1].

Clustering techniques have been effectively applied to a wide range of engineering and scientific disciplines such as pattern recognition, machine learning, psychology, biology, medicine, computer vision, web intelligence, communications, and remote sensing. A number of clustering algorithms have been proposed to suit different requirements [1, 2]. The hard clustering algorithms generate crisp clusters by assigning each object to exactly one cluster. When the clusters are not well defined, that is, when they are overlapping, one may desire fuzzy clusters. In this regard, the problem of pattern classification is formulated as the problem of interpolation of the membership function of a fuzzy set in Bellman et al. [3], and thereby a link with the basic problem of system identification is established. A seminal contribution to cluster analysis is Ruspini’s concept of a fuzzy partition [4]. The application of fuzzy set theory to cluster analysis was initiated by Dunn and Bezdek by developing fuzzy ISODATA [5] and fuzzy $c$-means (FCM) algorithms [6].
One of the most widely used prototype-based partitional clustering algorithms is hard \( c \)-means (HCM) [7]. In HCM, each object is assigned to exactly one cluster. On the other hand, FCM relaxes this requirement by, allowing gradual memberships [6]. In effect, it offers the opportunity to deal with the data that belong to more than one cluster at the same time. It assigns memberships to an object that is inversely related to the relative distance of the object to cluster prototypes. Also, it can deal with the uncertainties arising from overlapping cluster boundaries.

Although FCM is a useful clustering method, the resulting membership values do not always correspond well to the degrees of belonging for the data, and it may be inaccurate in a noisy environment [8, 9]. However, in real data analysis, noise and outliers are unavoidable. To reduce this weakness of FCM and to produce memberships that have a good explanation of the degrees of belonging for the data, Krishnapuram and Keller [8, 9] proposed a possibilistic approach to clustering that used a possibilistic type of membership function to describe the degree of belonging. However, the possibilistic \( c \)-means (PCM) sometimes generates coincident clusters [10]. Recently, the use of both fuzzy (probabilistic) and possibilistic memberships in a clustering algorithm has been proposed [11–13].

Rough set theory is a new paradigm to deal with uncertainty, vagueness, and incompleteness. It is proposed for indiscernibility in classification or clustering according to some similarity [14]. Two of the early rough clustering algorithms are those due to Hirano and Tsumoto [15] and De [16]. Other notable algorithms include rough \( c \)-means (RCM) [17], rough self-organizing map [18], and rough support vector clustering [19]. In Pal and Mitra [20], the indiscernibility relation of rough sets has been used to initialize the expectation maximization algorithm. Lingras and West [17] have introduced a rough clustering method, called rough \( c \)-means, which describes a cluster by a prototype or center and a pair of lower and upper approximations. The lower and upper approximations are weighted different parameters to compute the new centers. Asharaf and Murty [21] extended this algorithm, which may not require specification of the number of clusters.

Combining fuzzy sets and rough sets provides an important direction in reasoning with uncertainty. Both fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data. They are complementary in some aspects. Combining both rough sets and fuzzy sets, Mitra et al. [22] proposed rough-fuzzy \( c \)-means (RFCM), where each cluster consists of a fuzzy lower approximation and a fuzzy boundary. Each object in lower approximation takes a distinct weight, which is its fuzzy membership value. However, the objects in lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster and their weights should be independent of other centroids and clusters. Hence, the concept of fuzzy lower approximation, introduced in RFCM of Mitra et al. [22], reduces the weights of objects of lower approximation. In effect, it drifts the cluster prototypes from their desired locations. Moreover, it is sensitive to noise and outliers.
Recently, a generalized hybrid algorithm, termed as rough-fuzzy-possibilistic $c$-means (RFPCM), was described by Maji and Pal [23, 24], based on rough sets and fuzzy sets. While the membership function of fuzzy sets enables efficient handling of overlapping partitions, the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. The algorithm attempts to exploit the benefits of both probabilistic and possibilistic membership functions. Integration of probabilistic and possibilistic membership functions avoids the problems of noise sensitivity of FCM and the coincident clusters of PCM. Each partition is represented by a set of three parameters, namely, a cluster prototype or centroid, a crisp lower approximation, and a fuzzy boundary. The lower approximation influences the fuzziness of the final partition. The cluster prototype or centroid depends on the weighting average of the crisp lower approximation and fuzzy boundary. The algorithm is generalized in the sense that all the existing variants of $c$-means algorithms can be derived from the RFPCM algorithm as a special case.

The structure of the rest of this chapter is as follows: Section 3.2 briefly introduces the necessary notions of HCM, FCM, and RCM algorithms. In Section 3.3, the RFPCM algorithm is described in detail on the basis of the theory of rough sets and FCM. A mathematical analysis of the convergence property of the RFPCM algorithm is also presented. Section 3.4 establishes that the RFPCM algorithm is the generalization of existing $c$-means algorithms. Several quantitative performance measures are reported in Section 3.5 to evaluate the quality of different algorithms. A few case studies and an extensive comparison with other methods such as crisp, fuzzy, possibilistic, and RCM are presented in Section 3.6. Concluding remarks are given in Section 3.7.

### 3.2 EXISTING $c$-MEANS ALGORITHMS

This section presents the basic notions of FCM and RCM algorithms. The generalized RFPCM algorithm is developed on the basis of these algorithms.

#### 3.2.1 Hard $c$-Means

The HCM [7] is one of the simplest unsupervised learning algorithms. The objective of the HCM algorithm is to assign $n$ objects to $c$ clusters. Each of the clusters $\beta_i$ is represented by a centroid $v_i$, which is the cluster representative for that cluster. The process begins by randomly choosing $c$ objects as the centroids or means. The objects are assigned to one of the $c$ clusters based on the similarity or dissimilarity between the object $x_j$ and the centroid $v_i$. After the assignment of all the objects to various clusters, the new centroids are calculated as follows:

$$v_i = \frac{1}{n_i} \sum_{x_j \in \beta_i} x_j,$$  (3.1)
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where $n_i$ represents the number of objects in cluster $\beta_i$. The main steps of the HCM algorithm are as follows:

1. Assign initial means or centroids $v_i$, $i = 1, 2, \ldots, c$.
2. For each object $x_j$, calculate distance $d_{ij}$ between itself and the centroid $v_i$ of cluster $\beta_i$.
3. If $d_{ij}$ is minimum for $1 \leq i \leq c$, then $x_j \in \beta_i$.
4. Compute new centroid as per Equation (3.1).
5. Repeat steps 2–4 until no more new assignments can be made.

3.2.2 Fuzzy $c$-Means

Let $X = \{x_1, \ldots, x_j, \ldots, x_n\}$ and $V = \{v_1, \ldots, v_i, \ldots, v_c\}$ be the set of $n$ objects and $c$ centroids, respectively, having $m$ dimensions where $x_j \in \mathbb{R}^m$, $v_i \in \mathbb{R}^m$, and $v_i \in X$. The FCM provides a fuzzification of the HCM [6]. It partitions $X$ into $c$ clusters by minimizing the following objective function

$$J = \sum_{j=1}^{n} \sum_{i=1}^{c} (\mu_{ij})^{m_1} ||x_j - v_i||^2$$

(3.2)

where $1 \leq m_1 < \infty$ is the fuzzifier, $v_i$ is the $i$th centroid corresponding to cluster $\beta_i$, $\mu_{ij} \in [0, 1]$ is the probabilistic membership of the pattern $x_j$ to cluster $\beta_i$, and $||\cdot||$ is the distance norm such that

$$v_i = \frac{1}{n_i} \sum_{j=1}^{n} (\mu_{ij})^{m_1} x_j, \text{ where } n_i = \sum_{j=1}^{n} (\mu_{ij})^{m_1}$$

(3.3)

and

$$\mu_{ij} = \left(\sum_{k=1}^{c} \left(\frac{d_{ij}}{d_{kj}}\right)^{2/(m_1-1)}\right)^{-1}, \text{ where } d_{ij}^2 = ||x_j - v_i||^2$$

(3.4)

subject to

$$\sum_{i=1}^{c} \mu_{ij} = 1, \forall j, \text{ and } 0 < \sum_{j=1}^{n} \mu_{ij} < n, \forall i.$$  

(3.5)

The process begins by randomly choosing $c$ objects as the centroids or means of the $c$ clusters. The memberships are calculated on the basis of the relative distance of the object $x_j$ to the centroids $\{v_i\}$ by Equation (3.4). After computing memberships of all the objects, the new centroids of the clusters are calculated as per Equation (3.3). The process stops when the centroids stabilize. That is, the centroids from the previous iteration are identical to those generated in the current iteration. The basic steps are outlined as follows:
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1. Assign initial means $v_i$, $i = 1, 2, \ldots, c$. Choose values for $m_1$ and threshold $\epsilon$. Set iteration counter $t = 1$.
2. Compute memberships $\mu_{ij}$ by Equation (3.4) for $c$ clusters and $n$ objects.
3. Update mean or centroid $v_i$ by Equation (3.3).
4. Repeat steps 2–4, by incrementing $t$, until $|\mu_{ij}(t) - \mu_{ij}(t-1)| > \epsilon$.

3.2.3 Possibilistic $c$-Means

In FCM, the memberships of an object are inversely related to the relative distance of the object to the cluster centroids. In effect, it is very sensitive to noise and outliers. Also, from the standpoint of compatibility with the centroid, the memberships of an object $x_j$ in a cluster $\beta_i$ should be determined solely by how close it is to the mean or centroid $v_i$ of the class, and should not be coupled with its similarity with respect to other classes.

To alleviate this problem, Krishnapuram and Keller [8, 9] introduced PCM, where the objective function can be formulated as

$$J = \sum_{i=1}^{c} \sum_{j=1}^{n} (\nu_{ij})\eta_i^n ||x_j - v_i||^2 + \sum_{i=1}^{c} \sum_{j=1}^{n} (1 - \nu_{ij})\eta_i^n,$$  \hspace{1cm} (3.6)

where $1 \leq \eta_i \leq \infty$ is the fuzzifier and $\eta_i$ represents the scale parameter. The membership matrix $\nu$ generated by PCM is not a partition matrix in the sense that it does not satisfy the constraint

$$\sum_{i=1}^{c} \nu_{ij} = 1, \forall j. \hspace{1cm} (3.7)$$

The update equation of $\nu_{ij}$ is given by

$$\nu_{ij} = \frac{1}{1 + D}, \text{ where } D = \left\{ \frac{||x_j - v_i||^2}{\eta_i} \right\}^{1/(m_2-1)} \hspace{1cm} (3.8)$$

subject to

$$\nu_{ij} \in [0, 1], \forall i, j; 0 < \sum_{j=1}^{n} \nu_{ij} \leq n, \forall i; \text{ and } \max_{j} \nu_{ij} > 0, \forall j. \hspace{1cm} (3.9)$$

The scale parameter $\eta_i$ represents the zone of influence or size of the cluster $\beta_i$. The update equation for $\eta_i$ is given by

$$\eta_i = K \cdot \frac{P}{Q}, \hspace{1cm} (3.10)$$
where

\[ P = \sum_{j=1}^{n} (v_{ij})^{m_2} ||x_j - v_i||^2 \quad \text{(3.11)} \]

and

\[ Q = \sum_{j=1}^{n} (v_{ij})^{m_2}. \quad \text{(3.12)} \]

Typically, \( K \) is chosen to be 1. In each iteration, the updated value of \( v_{ij} \) depends only on the similarity between the object \( x_j \) and the centroid \( v_i \). The resulting partition of the data can be interpreted as a possibilistic partition, and the membership values may be interpreted as degrees of possibility of the objects belonging to the classes, that is, the compatibilities of the objects with the means or centroids. The updating of the means proceeds exactly the same way as in the case of the FCM algorithm.

### 3.2.4 Rough \( c \)-Means

Let \( A(\beta_i) \) and \( \overline{A}(\beta_i) \) be the lower and upper approximations of cluster \( \beta_i \), and \( B(\beta_i) = (\overline{A}(\beta_i) \setminus A(\beta_i)) \) denotes the boundary region of cluster \( \beta_i \). In the RCM algorithm, the concept of \( c \)-means algorithm is extended by viewing each cluster \( \beta_i \) as an interval or rough set [17]. However, it is possible to define a pair of lower and upper bounds \( [A(\beta_i), \overline{A}(\beta_i)] \) or a rough set for every set \( \beta_i \subseteq U \), \( U \) being the set of objects of concern. The family of upper and lower bounds is required to follow some basic rough set properties such as the following:

1. An object \( x_j \) can be part of at most one lower bound.
2. \( x_j \in A(\beta_i) \Rightarrow x_j \in \overline{A}(\beta_i) \).
3. An object \( x_j \) is not part of any lower bound \( \Rightarrow x_j \) belongs to two or more upper bounds.

Incorporating rough sets into the \( c \)-means algorithm, Lingras and West [17] introduced the RCM algorithm. It adds the concept of lower and upper bounds into the \( c \)-means algorithm. It classifies the object space into two parts, namely, lower approximation and boundary region. The mean or centroid is calculated on the basis of the weighting average of the lower bound and boundary region. All the objects in lower approximation take the same weight \( w \), whereas all the objects in the boundary take another weighting index \( \tilde{w} \) \((= 1 - w)\) uniformly. Calculation of the centroid is modified to include the effects of lower as well as upper bounds. The modified centroid calculation for the RCM algorithm is
The main steps of the RCM algorithm are as follows:

1. Assign initial means \( v_i, i = 1, 2, \ldots, c \). Choose a value for threshold \( \delta \).
2. For each object \( x_j \), calculate the distance \( d_{ij} \) between itself and the centroid \( v_i \) of cluster \( \beta_i \).
3. If \( d_{ij} \) is minimum for \( 1 \leq i \leq c \) and \( (d_{kj} - d_{ij}) \leq \delta \), then \( x_j \in \mathcal{A}(\beta_i) \) and \( x_j \in \mathcal{B}(\beta_k) \). Furthermore, \( x_j \) is not part of any lower bound.
4. Otherwise, \( x_j \in \mathcal{A}(\beta_i) \) such that \( d_{ij} \) is minimum for \( 1 \leq i \leq c \). In addition, by properties of rough sets, \( x_j \in \mathcal{A}(\beta_i) \).
5. Compute a new centroid as per Equation (3.13).
6. Repeat steps 2–5 until no more new assignments can be made.

### 3.3 ROUGH-FUZZY-POSSIBILISTIC c-MEANS

Incorporating both fuzzy and rough sets, a generalized c-means algorithm, termed as rough-fuzzy-possibilistic c-means, is proposed by Maji and Pal [23, 24]. It adds the concept of fuzzy membership (both probabilistic and possibilistic) of fuzzy sets, and lower and upper approximations of rough sets into the c-means algorithm. While the membership of fuzzy sets enables efficient handling of overlapping partitions, the rough sets deal with uncertainty, vagueness, and incompleteness in class definition. Owing to the integration of both probabilistic and possibilistic memberships, the RFPCM avoids the problems of noise sensitivity of FCM and the coincident clusters of PCM.
3.3.1 Objective Function

The RFPCM algorithm partitions a set of \( n \) objects into \( c \) clusters by minimizing the following objective function:

\[
J_{\text{RFPCM}} = \begin{cases} 
  w \times \mathcal{A}_1 + \tilde{w} \times \mathcal{B}_1 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
  \mathcal{A}_1 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
  \mathcal{B}_1 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset
\end{cases}
\]  

(3.16)

\[
\mathcal{A}_1 = \sum_{i=1}^{c} \sum_{x_j \in A(\beta_i)} \left[ a(\mu_{ij})^{m_1} + b(\nu_{ij})^{m_2} \right] ||x_j - v_i||^2 + \sum_{i=1}^{c} \eta_i \sum_{x_j \in A(\beta_i)} (1 - \nu_{ij})^{m_2}
\]

\[
\mathcal{B}_1 = \sum_{i=1}^{c} \sum_{x_j \in B(\beta_i)} \left[ a(\mu_{ij})^{m_1} + b(\nu_{ij})^{m_2} \right] ||x_j - v_i||^2 + \sum_{i=1}^{c} \eta_i \sum_{x_j \in B(\beta_i)} (1 - \nu_{ij})^{m_2}.
\]

The parameters \( w \) and \( \tilde{w} \) correspond to the relative importance of the lower and boundary regions, respectively. The constants \( a \) and \( b \) define the relative importance of probabilistic and possibilistic memberships, respectively. Note that \( \mu_{ij} \) has the same meaning of membership as that in FCM. Similarly, \( \nu_{ij} \) has the same interpretation of typicality as in PCM. Solving Equation (3.16) with respect to \( \mu_{ij} \) and \( \nu_{ij} \), we get

\[
\mu_{ij} = \left( \sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{kj}} \right)^{2/(m_1-1)} \right)^{-1}, \text{ where } d_{ij}^2 = ||x_j - v_i||^2
\]

(3.17)

and

\[
\nu_{ij} = \frac{1}{1 + E}; \text{ where } E = \left\{ \frac{b ||x_j - v_i||^2}{\eta_i} \right\}^{1/(m_2-1)}.
\]

(3.18)

Hence, the probabilistic membership \( \mu_{ij} \) is independent of the constant \( a \), while constant \( b \) has a direct influence on the possibilistic membership \( \nu_{ij} \). The scale parameter \( \eta_i \) has the same expression as that in Equation (3.10).

In RFPCM, each cluster is represented by a centroid, a crisp lower approximation, and a fuzzy boundary (Fig. 3.1). The lower approximation influences the fuzziness of final partition. According to the definitions of lower approximations and boundary of rough sets, if an object \( x_j \in A(\beta_i) \), then \( x_j \notin A(\beta_k), \forall k \neq i \), and \( x_j \notin B(\beta_i), \forall i \). That is, the object \( x_j \) is contained in \( \beta_i \) definitely. Hence, the weights of the objects in lower approximation of a cluster should be independent of other centroids and clusters, and should not be coupled with their similarity with respect to other centroids. Also, the objects in the lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster, whereas, if \( x_j \in B(\beta_i) \), then the object \( x_j \) possibly belongs to cluster \( \beta_i \) and potentially belongs to another cluster. Hence, the objects in boundary regions
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Figure 3.1 Rough-fuzzy-possibilistic c-means: cluster $\beta_i$ is represented by crisp lower bound and fuzzy boundary.

should have a different influence on the centroids and clusters. So, in RFPCM, the membership values of objects in the lower approximation are $\mu_{ij} = \nu_{ij} = 1$, while those in the boundary region are the same as FCM (Eq. (3.17)) and PCM (Eq. (3.18)). In other words, the RFPCM first partitions the data into two classes, namely, lower approximation and boundary. Only the objects in the boundary are fuzzified. Hence, $A_1$ reduces to

$$A_1 = \sum_{i=1}^{c} \sum_{x_j \in A(\beta_i)} ||x_j - v_i||^2$$

(3.19)

and $B_1$ has the same expression as that in Equation (3.16).

3.3.2 Cluster Prototypes

The new centroid is calculated on the basis of the weighting average of the crisp lower approximation and fuzzy boundary. Computation of the centroid is modified to include the effects of both fuzzy memberships (probabilistic and possibilistic) and lower and upper bounds. The modified centroid calculation for RFPCM is obtained by solving Equation (3.16) with respect to $v_i$:

$$v_i^{RFP} = \begin{cases} 
  w \times C_1 + \tilde{w} \times D_1 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
  C_1 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
  D_1 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases}$$

(3.20)

$$C_1 = \frac{1}{|A(\beta_i)|} \sum_{x_j \in A(\beta_i)} x_j,$$

(3.21)
where \(|A(\beta_i)|\) represents the cardinality of \(A(\beta_i)\) and

\[
\mathcal{D}_1 = \frac{1}{n_i} \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\tilde{m}_1} + b(\nu_{ij})^{\tilde{m}_2}\} x_j,
\]

where

\[
n_i = \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\tilde{m}_1} + b(\nu_{ij})^{\tilde{m}_2}\}.
\]

Hence, the cluster prototypes or centroids depend on the parameters \(w\) and \(\tilde{w}\), and constants \(a\) and \(b\), and fuzzifiers \(\tilde{m}_1\) and \(\tilde{m}_2\) rule their relative influence. This shows that if \(b\) is higher than \(a\), the centroids will be more influenced by the possibilistic memberships than the probabilistic memberships. Thus, to reduce the influence of noise and outliers, a bigger value for \(b\) than \(a\) should be used. The correlated influence of these parameters, constants, and fuzzifiers makes it somewhat difficult to determine their optimal values. Since the objects lying in the lower approximation definitely belong to a cluster, they are assigned a higher weight \(w\) compared to \(\tilde{w}\) of the objects lying in the boundary region. Hence, for RFPCM, the values are given by

\[
0 < \tilde{w} < w < 1, \quad 0 < a < 1, \quad \text{and} \quad 0 < b < 1,
\]

subject to

\[
w + \tilde{w} = 1; \quad \text{and} \quad a + b = 1.
\]

### 3.3.3 Fundamental Properties

From the above discussions, the following properties of the RFPCM algorithm can be obtained:

1. Let \(\bigcup \overline{A}(\beta_i) = U, U\) be the set of objects of concern.
2. \(A(\beta_i) \cap A(\beta_k) = \emptyset, \forall i \neq k\).
3. \(A(\beta_i) \cap B(\beta_i) = \emptyset, \forall i\).
4. \(\exists i, k, B(\beta_i) \cap B(\beta_k) \neq \emptyset\).
5. \(\mu_{ij} = \nu_{ij} = 1, \forall x_j \in \overline{A}(\beta_i)\).
6. \(\mu_{ij} \in [0, 1], \nu_{ij} \in [0, 1], \forall x_j \in B(\beta_i)\).

Let us briefly comment on some properties of RFPCM. Property 2 says that if an object \(x_j \in A(\beta_i)\) \(\Rightarrow\) \(x_j \notin A(\beta_k), \forall k \neq i\). That is, the object \(x_j\) is contained in cluster \(\beta_i\) definitely. Property 3 establishes the fact that if \(x_j \in A(\beta_i) \Rightarrow x_j \notin B(\beta_i)\), that is, an object may not be in both the lower and boundary regions of a cluster \(\beta_i\). Property 4 says that if \(x_j \in B(\beta_i) \Rightarrow \exists k, x_j \in B(\beta_k)\). It means an
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object $x_j \in B(\beta_i)$ possibly belongs to cluster $\beta_i$ and potentially belongs to another cluster. Properties 5 and 6 are of great importance in computing the objective function $J_{RFPP}$ (Eq. (3.16)) and the cluster prototype $v_{RFPP}$ (Eq. (3.20)). They say that the membership values of objects in lower approximation are $\mu_{ij} = v_{ij} = 1$, while those in the boundary region are the same as FCM and PCM. That is, each cluster $\beta_i$ consists of a crisp lower approximation $A(\beta_i)$ and a fuzzy boundary $B(\beta_i)$.

Some limiting properties of the RFPCM algorithm related to probabilistic and possibilistic memberships are stated subsequently.

$$\lim_{m_1 \to 1^+} \{\mu_{ij}\} = \begin{cases} 1 & \text{if } d_{ij} < d_{kj}, \forall k \neq i \\ 0 & \text{otherwise} \end{cases} \quad (3.23)$$

$$\lim_{m_2 \to 1^+} \{v_{ij}\} = \begin{cases} 1 & \text{if } bd_{ij} < \eta_i \\ \frac{1}{2} & \text{if } bd_{ij} = \eta_i \\ 0 & \text{if } bd_{ij} > \eta_i \end{cases} \quad (3.24)$$

$$\lim_{m_1 \to \infty} \{\mu_{ij}\} = \frac{1}{c} \quad (3.25)$$

$$\lim_{m_2 \to \infty} \{v_{ij}\} = \frac{1}{2} \quad (3.26)$$

$$\lim_{m_1, m_2 \to \infty} \{v_i\} = \sum_{j=1}^{n} x_j = \bar{v}; \ 1 \leq i \leq c. \quad (3.27)$$

$$v_{ij} = \begin{cases} 1 & \text{if } b = 0 \\ \frac{1}{2} & \text{if } bd_{ij} = \eta_i \end{cases} \quad (3.28)$$

3.3.4 Convergence Condition

In this subsection, a mathematical analysis is presented on the convergence property of the RFPCM algorithm. According to Equation (3.20), the cluster prototype of the RFPCM algorithm is calculated on the basis of the weighting average of the crisp lower approximation and fuzzy boundary when both $A(\beta_i) \neq \emptyset$ and $B(\beta_i) \neq \emptyset$, that is,

$$v_i^{RFPP} = w \times v_i^{RFPP} + \bar{w} \times \bar{v}_i^{RFPP}, \quad (3.29)$$

where

$$v_i^{RFPP} = c_1 = \frac{1}{|A(\beta_i)|} \sum_{x_j \in A(\beta_i)} x_j \quad (3.30)$$
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and

\[ \tilde{v}^{\text{RFP}}_i = D_1 = \frac{1}{n_i} \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\hat{m}_1} + b(\nu_{ij})^{\hat{m}_2}\}x_j, \]  

(3.31)

where

\[ n_i = \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\hat{m}_1} + b(\nu_{ij})^{\hat{m}_2}\}. \]

Now, as per property 3 of RFPCM, an object may not belong to both lower approximation and boundary regions of a cluster. Hence, the convergence of \( v^{\text{RFP}}_i \) depends on the convergence of \( v^{\text{RFP}}_i \) and \( \tilde{v}^{\text{RFP}}_i \). Both Equations (3.30) and (3.31) can be rewritten as

\[ (|A(\beta_i)|) v^{\text{RFP}}_i = \sum_{x_j \in A(\beta_i)} x_j, \]  

(3.32)

and

\[ (n_i) \tilde{v}^{\text{RFP}}_i = \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\hat{m}_1} + b(\nu_{ij})^{\hat{m}_2}\}x_j. \]  

(3.33)

Hence, Equations (3.32) and (3.33) represent a set of linear equations in terms of \( v^{\text{RFP}}_i \) and \( \tilde{v}^{\text{RFP}}_i \) if both \( \mu_{ij} \) and \( \nu_{ij} \) are kept constant. A simple way to analyze the convergence property of the algorithm is to view both Equations (3.30) and (3.31) as the Gauss–Seidel iterations for solving the set of linear equations. The Gauss–Seidel algorithm is guaranteed to converge if the matrix representing each equation is diagonally dominant [25, 26]. This is a sufficient condition, not a necessary one. The iteration may or may not converge if the matrix is not diagonally dominant [25, 26]. The matrix corresponding to Equation (3.30) is given by

\[ A = \begin{bmatrix} |A(\beta_1)| & 0 & \cdots & \cdots & 0 \\ 0 & |A(\beta_2)| & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & \cdots & |A(\beta_c)| \end{bmatrix}, \]  

(3.34)

where \(|A(\beta_i)|\) represents the cardinality of \( A(\beta_i) \). Similarly, the matrix corresponding to Equation (3.31) is given by

\[ \tilde{A} = \begin{bmatrix} n_1 & 0 & \cdots & \cdots & 0 \\ 0 & n_2 & 0 & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & \cdots & n_c \end{bmatrix} \]  

(3.35)
where
\[ n_i = \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\hat{m}_1} + b(\nu_{ij})^{\hat{m}_2}\}, \]

which represents the cardinality of \( B(\beta_i) \). For both \( A \) and \( \tilde{A} \) to be diagonally dominant, we must have
\[ |A(\beta_i)| > 0; \quad n_i > 0. \quad (3.36) \]

This is the sufficient condition for matrices \( A \) and \( \tilde{A} \) to be diagonally dominant. Under this condition, the iteration would converge if Equations (3.30) and (3.31) were applied repetitively with \( \mu_{ij} \) and \( \nu_{ij} \) kept constant.

In practice, Equations (3.17), (3.18), and (3.20) are applied alternatively in the iterations. The condition in Equation (3.36) is still correct according to Bezdek’s convergence theorem of the FCM algorithm [27, 28] and Yan’s convergence analysis of the fuzzy curve-tracing algorithm [29]. Both the matrices \( A \) and \( \tilde{A} \) are also the Hessian (second-order derivative) of \( A_1 \) and \( B_1 \) (Eq. (3.16)) with respect to \( \psi_{iRFP} \) and \( \tilde{\psi}_{iRFP} \), respectively. As both \( A \) and \( \tilde{A} \) are diagonally dominant, all their eigenvalues are positive. Also, the Hessian of \( B_1 \) with respect to both \( \mu_{ij} \) and \( \nu_{ij} \) can be easily shown to be diagonal matrix and are positive definite. Hence, according to the theorem derived by Bezdek [27, 28] and the analysis done by Yan [29], it can be concluded that the RFPCM algorithm converges, at least along a subsequence, to a local optimum solution as long as the condition in Equation (3.36) is satisfied. Intuitively, the objective function \( J_{RFP} \), that is, Equation (3.16), reduces in all steps corresponding to Equations (3.17), (3.18), and (3.20), so the compound procedure makes the function \( J_{RFP} \) descent strictly.

### 3.3.5 Details of the Algorithm

Approximate optimization of the objective function \( J_{RFP} \), that is, Equation (3.16), by RFPCM is based on Picard iteration through Equations (3.17), (3.18), and (3.20). This type of iteration is called alternating optimization. The process starts by randomly choosing \( c \) objects as the centroids of the \( c \) clusters. The probabilistic and possibilistic memberships of all the objects are calculated using Equations (3.17) and (3.18). The scale parameters \( \eta_i \) for \( c \) clusters are obtained using Equation (3.10).

Let \( u_i = (u_{i1}, \ldots, u_{ij}, \ldots, u_{in}) \) represent the fuzzy cluster \( \beta_i \) associated with the centroid \( v_i \), and \( u_{ij} = \{a\mu_{ij} + b\nu_{ij}\} \). After computing \( u_{ij} \) for \( c \) clusters and \( n \) objects, the values of \( u_{ij} \) for each object \( x_j \) are sorted and the difference of two highest memberships of \( x_j \) is compared with a threshold value \( \delta \). Let \( u_{ij} \) and \( u_{kj} \) be the highest and second highest memberships of \( x_j \). If \( (u_{ij} - u_{kj}) > \delta \), then \( x_j \in \mathcal{A}(\beta_i) \) as well as \( x_j \in \mathcal{A}(\beta_j) \), otherwise \( x_j \in \overline{\mathcal{A}}(\beta_i) \) and \( x_j \in \overline{\mathcal{A}}(\beta_k) \). After assigning each object in lower approximations or boundary regions of different clusters based on \( \delta \), both memberships \( \mu_{ij} \) and \( \nu_{ij} \) of the objects are modified.
The values of \( \mu_{ij} \) and \( \nu_{ij} \) are set to 1 for the objects in lower approximations, while those in the boundary regions remain unchanged. The new centroids of the clusters are calculated as per Equation (3.20). The main steps of the RFPCM algorithm proceed as follows:

1. Assign initial centroids \( v_i, i = 1, 2, \ldots, c \). Choose values for fuzzifiers \( \hat{m}_1 \) and \( \hat{m}_2 \), and calculate threshold \( \delta \). Set iteration counter \( t = 1 \).
2. Compute \( \mu_{ij} \) and \( \nu_{ij} \) from Equations (3.17) and (3.18), and finally \( u_{ij} \) for \( c \) clusters and \( n \) objects.
3. If \( u_{ij} \) and \( u_{kj} \) are the two highest memberships of \( x_j \) and \( (u_{ij} - u_{kj}) \leq \delta \), then \( x_j \in \text{A}(\beta_i) \) and \( x_j \in \text{A}(\beta_k) \). Furthermore, \( x_j \) is not part of any lower bound.
4. Otherwise, \( x_j \in \text{A}(\beta_i) \). In addition, by properties of rough sets, \( x_j \in \text{A}(\beta_i) \).
5. Modify \( \mu_{ij} \) and \( \nu_{ij} \) considering lower and boundary regions for \( c \) clusters and \( n \) objects.
6. Compute new centroid as per Equation (3.20).
7. Repeat steps 2 to 6, by incrementing \( t \), until no more new assignments can be made.

### 3.3.6 Selection of Parameters

The parameter \( w \) has an influence on the performance of the RFPCM algorithm. Since the objects lying in lower approximation definitely belong to a cluster, they are assigned a higher weight \( w \) compared to \( \tilde{w} \) of the objects lying in the boundary regions. On the other hand, the performance of RFPCM significantly reduces when \( w \approx 1.00 \). In this case, since the clusters cannot see the objects of boundary regions, the mobility of the clusters and the centroids reduces. As a result, some centroids get stuck in local optimum. Hence, for the clusters and the centroids to have a greater degree of freedom to move, \( 0 < \tilde{w} < w < 1 \).

The performance of RFPCM depends on the value of \( \delta \), which determines the class labels of all the objects. In other words, the RFPCM partitions the data set into two classes, namely, lower approximation and boundary, based on the value of \( \delta \). The \( \delta \) represents the size of granules of rough-fuzzy clustering. In practice, the following definition works well:

\[
\delta = \frac{1}{n} \sum_{j=1}^{n} (u_{ij} - u_{kj}),
\]

where \( n \) is the total number of objects, \( u_{ij} \) and \( u_{kj} \) are the highest and second highest memberships of \( x_j \), and \( u_{ij} = \{a\mu_{ij} + b\nu_{ij}\} \). That is, the value of \( \delta \) represents the average difference of two highest memberships of all the objects in the data set. A good clustering procedure should make the value of \( \delta \) as high as possible.
3.4 GENERALIZATION OF EXISTING \( \varepsilon \)-MEANS ALGORITHMS

Here, two derivatives of the RFPCM, namely, RFCM and rough-possibilistic \( \varepsilon \)-means (RPCM), are described and it is proved that the RFPCM is the generalization of HCM, FCM, PCM, and RCM algorithms.

3.4.1 RFCM: Rough-Fuzzy \( \varepsilon \)-Means

Let \( 0 < \delta < 1 \) and \( a = 1 \), then Equations (3.16) and (3.20) become

\[
J_{RF} = \begin{cases} 
    w \times A_2 + \tilde{w} \times B_2 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
    A_2 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
    B_2 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases} \tag{3.38}
\]

where

\[
A_2 = \sum_{i=1}^{c} \sum_{x_j \in A(\beta_i)} ||x_j - v_i||^2, \tag{3.39}
\]

and

\[
B_2 = \sum_{i=1}^{c} \sum_{x_j \in B(\beta_i)} (\mu_{ij})^{\mu_1} ||x_j - v_i||^2 \tag{3.40}
\]

Let \( 0 < \delta < 1 \) and \( a = 1 \), then Equations (3.16) and (3.20) become

\[
v_{RF}^i = \begin{cases} 
    w \times C_2 + \tilde{w} \times D_2 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
    C_2 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
    D_2 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases} \tag{3.41}
\]

where

\[
C_2 = \frac{1}{|A(\beta_i)|} \sum_{x_j \in A(\beta_i)} x_j, \tag{3.42}
\]

and

\[
D_2 = \frac{1}{n_i} \sum_{x_j \in B(\beta_i)} (\mu_{ij})^{\mu_1} x_j; \quad n_i = \sum_{x_j \in B(\beta_i)} (\mu_{ij})^{\mu_1}. \tag{3.43}
\]

That is, if \( 0 < \delta < 1 \) and \( a = 1 \), the RFPCM boils down to the RFCM, where each cluster consists of a crisp lower bound and a fuzzy boundary with probabilistic memberships. In Mitra et al. [22], a preliminary version of the RFCM has been proposed, where each cluster consists of a fuzzy lower approximation and
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a fuzzy boundary. If an object $x_j \in A(\beta_i)$, then $\mu_{kj} = \mu_{ij}$ if $k = i$ and $\mu_{kj} = 0$ otherwise. That is, each object $x_j \in A(\beta_i)$ takes a distinct weight, which is its fuzzy or probabilistic membership value. Hence, the weight of the object in lower approximation is inversely related to the relative distance of the object to all cluster prototypes. In fact, the objects in the lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster. Also, their weights should be independent of other centroids and clusters and should not be coupled with their similarity with respect to other clusters. Thus, the concept of fuzzy lower approximation of the RFCM, introduced in Mitra et al. [22], reduces the weights of objects of lower approximation and effectively drifts the cluster centroids from their desired locations.

3.4.2 RPCM: Rough-Possibilistic $c$-Means

Let $0 < \delta < 1$ and $a = 0$, then Equation (3.16) becomes

$$J_{RP} = \begin{cases} w \times A_3 + \tilde{w} \times B_3 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\ A_3 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\ B_3 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset \end{cases} \tag{3.44}$$

where

$$A_3 = \sum_{i=1}^{c} \sum_{x_j \in A(\beta_i)} ||x_j - v_i||^2; \tag{3.45}$$

$$B_3 = \sum_{i=1}^{c} \sum_{x_j \in B(\beta_i)} (v_{ij})^{\hat{m}_2} ||x_j - v_i||^2 + \sum_{i=1}^{c} \eta_i \sum_{x_j \in B(\beta_i)} (1 - v_{ij})^{\hat{m}_2}. \tag{3.46}$$

Similarly, Equation (3.20) reduces to

$$v_{iP} = \begin{cases} w \times C_3 + \tilde{w} \times D_3 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\ C_3 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\ D_3 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset \end{cases} \tag{3.47}$$

where

$$C_3 = \frac{1}{|A(\beta_i)|} \sum_{x_j \in A(\beta_i)} x_j; \tag{3.48}$$

and

$$D_3 = \frac{1}{n_i} \sum_{x_j \in B(\beta_i)} (v_{ij})^{\hat{m}_2} x_j; \quad n_i = \sum_{x_j \in B(\beta_i)} (v_{ij})^{\hat{m}_2}. \tag{3.49}$$
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So, if \( 0 < \delta < 1 \) and \( a = 0 \), the RFPCM reduces to the RPCM, where each cluster is represented by a crisp lower bound and a fuzzy boundary with possibilistic memberships.

3.4.3 RCM: Rough \( \epsilon \)-Means

If \( 0 < \delta < 1 \), and for any nonzero \( \mu_{ij} \) and \( v_{ij} \), if we set \( \mu_{ij} = v_{ij} = 1 \), \( \forall i, j \), then Equations (3.16) and (3.20) become

\[
J_R = \begin{cases} 
  w \times A_4 + \tilde{w} \times B_4 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
  A_4 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
  B_4 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases} 
\tag{3.50}
\]

where

\[
A_4 = \sum_{i=1}^{c} \sum_{x_j \in A(\beta_i)} ||x_j - v_i||^2, \tag{3.51}
\]

and

\[
B_4 = \sum_{i=1}^{c} \sum_{x_j \in B(\beta_i)} ||x_j - v_i||^2. \tag{3.52}
\]

\[
v_i^R = \begin{cases} 
  w \times C_4 + \tilde{w} \times D_4 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
  C_4 & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
  D_4 & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases} 
\tag{3.53}
\]

where

\[
C_4 = \frac{1}{|A(\beta_i)|} \sum_{x_j \in A(\beta_i)} x_j, \tag{3.54}
\]

and

\[
D_4 = \frac{1}{|B(\beta_i)|} \sum_{x_j \in B(\beta_i)} x_j. \tag{3.55}
\]

This is equivalent to the RCM of Lingras and West [17]. In case of the RCM, both the lower bound and boundary are crisp. Hence, the difference of the RCM with the RFPCM/RFCM/RPCM is that while in the RFPCM/RFCM/RPCM, each object in the boundary region takes a distinct weight, in the RCM the uniform weight is imposed on all the objects in the boundary region. In fact, the objects in boundary regions have different influences on the centroids or means and clusters.
3.4.4 FPCM: Fuzzy-Possibilistic $c$-Means

If we set $\delta = 1$, then $\mathcal{A}(\beta_i) = \emptyset$ and $\overline{\mathcal{A}}(\beta_i) = B(\beta_i)$. Hence, for $0 < a < 1$, Equations (3.16) and (3.20) reduce to

$$J_{FP} = \sum_{i=1}^{c} \sum_{j=1}^{n} \{a(\mu_{ij})^{\tilde{m}_1} + b(\nu_{ij})^{\tilde{m}_2}\}||x_j - v_i||^2 + \sum_{i=1}^{c} \eta_i \sum_{j=1}^{n} (1 - \nu_{ij})^{\tilde{m}_2}$$

(3.56)

and

$$v_{FPi} = \frac{1}{n_i} \sum_{j=1}^{n} \{a(\mu_{ij})^{\tilde{m}_1} + b(\nu_{ij})^{\tilde{m}_2}\}x_j$$

(3.57)

where

$$n_i = \sum_{j=1}^{n} \{a(\mu_{ij})^{\tilde{m}_1} + b(\nu_{ij})^{\tilde{m}_2}\}.$$

So, for $\delta = 1$ and $0 < a < 1$, the RFPCM boils down to the fuzzy-possibilistic $c$-means (FPCM) algorithm of Pal et al. [12].

3.4.5 FCM: Fuzzy $c$-Means

If $\delta = 1$ and $a = 1$, then

$$J_{F} = \sum_{i=1}^{c} \sum_{j=1}^{n} (\mu_{ij})^{\tilde{m}_1}||x_j - v_i||^2;$$

(3.58)

and

$$v_{Fi} = \frac{1}{n_i} \sum_{j=1}^{n} (\mu_{ij})^{\tilde{m}_1}x_j; \text{ where } n_i = \sum_{j=1}^{n} (\mu_{ij})^{\tilde{m}_1}$$

(3.59)

which is equivalent to the FCM algorithm proposed in Bezdek [6].

3.4.6 PCM: Possibilistic $c$-Means

If $\delta = 1$ and $a = 0$, then

$$J_{P} = \sum_{i=1}^{c} \sum_{j=1}^{n} (\nu_{ij})^{\tilde{m}_2}||x_j - v_i||^2 + \sum_{i=1}^{c} \eta_i \sum_{j=1}^{n} (1 - \nu_{ij})^{\tilde{m}_2};$$

(3.60)
and

\[ v^p_i = \frac{1}{n_i} \sum_{j=1}^{n} (v_{ij})^{\frac{1}{m_2}} x_j; \quad \text{where } n_i = \sum_{j=1}^{n} (v_{ij})^{\frac{1}{m_2}}. \]  

(3.61)

Hence, for \( \delta = 1 \) and \( \alpha = 0 \), the RFPCM reduces to the PCM algorithm introduced in Krishnapuram and Keller [8, 9].

### 3.4.7 HCM: Hard \( c \)-Means

If \( \delta = 0 \), then \( B(\beta_i) = \emptyset \) and \( \overline{A}(\beta_i) = \underline{A}(\beta_i) = \beta_i \). In effect, Equations (3.16) and (3.20) become

\[ J_H = \sum_{i=1}^{c} \sum_{x_j \in \beta_i} ||x_j - v_i||^2; \]  

(3.62)

and

\[ v^H_i = \frac{1}{n_i} \sum_{x_j \in \beta_i} x_j. \]  

(3.63)

Hence, for \( \delta = 0 \), the RFPCM boils down to the HCM.

Figure 3.2 shows the membership values of all the objects to two Gaussian-distributed clusters for the values \( \alpha = 0.0, 0.5, \) and \( 1.0, \) and \( \delta = 0.95 \) and \( 1.0 \). The different shape of the memberships, especially for objects near to centers and objects far from the separating line, is apparent. Detailed analysis reported in this section confirms that the RFPCM algorithm is the generalization of existing \( c \)-means algorithms. It effectively integrates hard (crisp), fuzzy (probabilistic), and PCM using the concept of lower and upper approximations of rough sets.

### 3.5 QUANTITATIVE INDICES FOR ROUGH-FUZZY CLUSTERING

In this section, some quantitative indices are presented to evaluate the performance of different rough-fuzzy clustering algorithms incorporating the concepts of rough sets [14]. In this regard, it may be noted that some rough clustering quality indices are reported in Lingras et al. [30] based on the decision theory.

#### 3.5.1 Average Accuracy, \( \alpha \) Index

The \( \alpha \) index is given by

\[ \alpha = \frac{1}{c} \sum_{i=1}^{c} \frac{wa_i}{wa_i + \overline{w}b_i} \]  

(3.64)
Figure 3.2 Memberships for $a = 0.0, 0.5, \text{ and } 1.0; \text{ and } \delta = 0.95 \text{ and } 1.00.$ (a) FCM: $a = 1.00, \delta = 1.00;$ (b) PCM: $a = 0.00, \delta = 1.00;$ (c) FPCM: $a = 0.50, \delta = 1.00;$ (d) RFCM: $a = 1.00, \delta = 0.95;$ (e) RPCM: $a = 0.00, \delta = 0.95;$ and (f) RFPCM: $a = 0.50; \delta = 0.95.$

where

$$A_i = \sum_{x_j \in A(\beta_i)} \{a(\mu_{ij})^{\gamma_1} + b(v_{ij})^{\gamma_2}\} = |A(\beta_i)|$$

(3.65)
and
\[ B_i = \sum_{x_j \in B(\beta_i)} \{a(\mu_{ij})^{\hat{m}} + b(\nu_{ij})^{\hat{m}2}\} \quad (3.66) \]

\( \mu_{ij} \) and \( \nu_{ij} \) represent the probabilistic and possibilistic memberships of object \( x_j \) in cluster \( \beta_i \), respectively. Constants \( a \) and \( b \) define the relative importance of probabilistic and possibilistic memberships, respectively, whereas the parameters \( w \) and \( \hat{w} \) correspond to the relative importance of lower and boundary regions, respectively.

The \( \alpha \) index represents the average accuracy of \( c \) clusters. It is the average of the ratio of the number of objects in lower approximation to that in upper approximation of each cluster. In effect, it captures the average degree of completeness of knowledge about all clusters. A good clustering procedure should make all objects as similar to their centroids as possible. The \( \alpha \) index increases with the increase in similarity within a cluster. Therefore, for a given data set and \( c \) value, the higher the similarity values within the clusters, the higher would be the \( \alpha \) value. The value of \( \alpha \) also increases with \( c \). In an extreme case when the number of clusters is maximum, that is, \( c = n \), the total number of objects in the data set, the value of \( \alpha = 1 \). When \( \overline{A}(\beta_i) = \overline{A}(\beta_i) \), \( \forall i \), that is, all the clusters \( \{\beta_i\} \) are exact or definable, then we have \( \alpha = 1 \), whereas if \( \overline{A}(\beta_i) = B(\beta_i) \), \( \forall i \), the value of \( \alpha = 0 \). Hence, \( 0 \leq \alpha \leq 1 \).

### 3.5.2 Average Roughness, \( \varrho \) Index

The \( \varrho \) index represents the average roughness of \( c \) clusters and is defined by subtracting the average accuracy \( \alpha \) from 1:
\[
\varrho = 1 - \alpha = 1 - \frac{1}{c} \sum_{i=1}^{c} \frac{wA_i}{wA_i + \hat{w}B_i},
\]
(3.67)

where \( A_i \) and \( B_i \) are given by Equations (3.65) and (3.66), respectively. Note that the lower the value of \( \varrho \), the better is the overall approximations of the clusters. Also, \( 0 \leq \varrho \leq 1 \). Basically, \( \varrho \) index represents the average degree of incompleteness of knowledge about all clusters.

### 3.5.3 Accuracy of Approximation, \( \alpha^* \) Index

It can be defined as
\[
\alpha^* = \frac{\sum_{i=1}^{c} wA_i}{\sum_{i=1}^{c} \{wA_i + \hat{w}B_i\}}
\]
(3.68)

where \( A_i \) and \( B_i \) are given by Equations (3.65) and (3.66), respectively. The \( \alpha^* \) index represents the accuracy of approximation of all clusters. It captures the
exactness of approximate clustering. A good clustering procedure should make the value of $\alpha^*$ as high as possible. The $\alpha^*$ index maximizes the exactness of approximate clustering.

3.5.4 Quality of Approximation, $\gamma$ Index

It is the ratio of the total number of objects in lower approximations of all clusters to the cardinality of the universe of discourse $U$ and is given by

$$\gamma = \frac{1}{|U|} \sum_{i=1}^{c} |A(\beta_i)|.$$  \hspace{1cm} (3.69)

The $\gamma$ index basically represents the quality of approximation of a clustering algorithm. A good clustering procedure should make the value of $\gamma$ index as high as possible.

3.6 PERFORMANCE ANALYSIS

The performance of three hybrid algorithms, namely, RFCM, RPCM, and RFPCM, is compared extensively with that of different $c$-means algorithms. These involve different combinations of the individual components of the hybrid scheme as well as some other kernel-based approaches. The algorithms compared are HCM [7], FCM [6], PCM [8, 9], FPCM [12], fuzzy-possibilistic $c$-means of Masulli and Rovetta (FPCM$^{MR}$) [11], kernel-based hard $c$-means (KHCM) [31–33], kernel-based fuzzy $c$-means (KFCM) [34–36], kernel-based possibilistic $c$-means (KPCM) [36, 37], kernel-based fuzzy-possibilistic $c$-means (KFPCM) [38], RCM [17], and RFCM of Mitra et al. (RFCM$^{MBP}$) [22]. All the algorithms are implemented in C language and run in LINUX environment having machine configuration Pentium IV, 3.2 GHz, 1 MB cache, and 1 GB RAM.

To analyze the performance of different algorithms, the experimentation is done in two parts. In the first part, a synthetic data set is used, while the results on some benchmark data sets are presented in the second part. The values of $\delta$ for the RCM, RFCM, RPCM, and RFPCM algorithms are calculated using Equation (3.37), as described in Section 3.3.6. The final prototypes of the FCM are used to initialize the PCM, FPCM, KFCM, KPCM, and KFPCM, while the Gaussian function is used as the kernel function.

3.6.1 Quantitative Indices

The major metrics for evaluating the performance of different algorithms are the indices reported in Section 3.5 such as $\alpha$, $\varphi$, $\alpha^*$, and $\gamma$, as well as some existing measures such as Davies–Bouldin (DB) [39] and Dunn index [40], which are described subsequently.
3.6.1.1 Davies–Bouldin Index The Davies–Bouldin (DB) index [39] is a function of the ratio of sum of within-cluster distance to between-cluster separation and is given by

\[
DB = \frac{1}{c} \sum_{i=1}^{c} \max_{i \neq k} \left\{ \frac{S(v_i) + S(v_k)}{d(v_i, v_k)} \right\} \text{ for } 1 \leq i, k \leq c.
\] (3.70)

The DB index minimizes the within-cluster distance \(S(v_i)\) and maximizes the between-cluster separation \(d(v_i, v_k)\). Therefore, for a given data set and \(c\) value, the higher the similarity values within the clusters and the between-cluster separation, the lower would be the DB index value. A good clustering procedure should make the value of the DB index as low as possible.

3.6.1.2 Dunn Index Dunn’s index [40] is also designed to identify sets of clusters that are compact and well separated. Dunn’s \(D\) index maximizes

\[
D = \min_{i} \left\{ \min_{i \neq k} \left\{ \frac{d(v_i, v_k)}{\max_{l} S(v_l)} \right\} \right\} \text{ for } 1 \leq i, k, l \leq c.
\] (3.71)

3.6.2 Synthetic Data Set: \(X_{32}\)

The synthetic data set \(X_{32}\) consists of \(n = 32\) objects in \(\Re^2\) with two clusters. Figure 3.3 depicts the scatter plot of the data set \(X_{32}\). The objects \(x_{30}, x_{31},\) and \(x_{32}\) are outliers or noise, and the object \(x_7\) is the so-called inlier or bridge. Also, the objects \(x_{30}\) and \(x_7\) are equidistant from all corresponding pairs of points in

\[\text{Data set } X_{32}\]

\[\text{Feature 1} \quad \text{Feature 2}\]

\[\begin{array}{ccc}
\text{x30} & \text{x31} & \text{x32} \\
\text{x7} & \text{X32} & \text{X32}
\end{array}\]

\[\text{Figure 3.3} \quad \text{Scatter plot of example data set } X_{32}.\]
the two clusters. \( x_{31} \) is more closer to cluster 1, whereas \( x_{32} \) is more nearer to cluster 2.

After computing the membership values of each object \( x_j \) in two clusters, the differences of two memberships \((u_{ij} - u_{kj})\) are calculated. On the basis of the differences and the value of \( \delta \), all the objects are distributed in lower approximations and boundary regions of two clusters. For the RFPCM, the value of \( \delta \) is 0.613409 considering \( w = 0.9999, \hat{m}_1 = \hat{m}_2 = 2.0, \) and \( a = 0.5 \). All the parameters are held constant across all runs. Two randomly generated initial centroids, along with two scale parameters and the final prototypes of different \( c \)-means algorithms, are reported in Table 3.1. Figure 3.4, 3.5, and 3.6 represent the scatter plots of the data set \( X_{32} \) along with the cluster prototypes obtained using different \( c \)-means algorithms. The objects of \( X_{32} \) are represented by \( \bigcirc \), while \( \Box \) depict the positions of cluster prototypes.

Table 3.2 reports the values of \( \alpha, \varrho, \alpha^*, \gamma, J_{RFP}, \) Dunn, and DB index of the RFPCM algorithm over different iterations. All the results reported in Table 3.2 show that as the number of iteration increases, the values of \( \varrho, J_{RFP} \), and DB index decrease, while the values of \( \alpha, \alpha^*, \gamma \), and Dunn index increase. Finally, all the indices are saturated when the RFPCM terminates after the fourth iteration. Hence, the indices such as \( \alpha, \varrho, \alpha^*, \) and \( \gamma \) can be used to act as the objective function of rough-fuzzy clustering as they reflect good quantitative measures such as the existing DB and Dunn indices.

Table 3.3 provides comparative results of different \( c \)-means algorithms. The rough-set-based clustering algorithms such as the RCM, RFCM\textsuperscript{MBP}, RFCM, RPCM, and RFPCM are found to improve the performance in terms of DB and Dunn indices over other algorithms. It is also observed that the RFCM, RPCM, and RFPCM algorithms perform better than the FCM, PCM, FPCM, FPCM\textsuperscript{MR}, KHCM, KFCM, KPCM, KFPCM, RCM, and RFCM\textsuperscript{MBP}, although it is expected that the PCM, FPCM, FPCM\textsuperscript{MR}, KHCM, KFCM, KPCM, and KFPCM perform well in a noisy environment.

Finally, Table 3.4 shows the comparative results of different rough-fuzzy clustering algorithms in terms of \( \alpha, \varrho, \alpha^*, \) and \( \gamma \). The performance of the RFCM, RPCM, and RFPCM is better than that of the RFCM\textsuperscript{MBP}. Although the performance of the RFPCM is intermediate between the RFCM and RPCM with respect to \( \alpha, \varrho, \alpha^*, \) and \( \gamma \), it is expected that the RFPCM will be more useful as it is naturally more immune to noise and outliers, and can avoid the problem of coincident clusters.

### 3.6.3 Benchmark Data Sets

This subsection demonstrates the performance of different \( c \)-means algorithms on some benchmark data sets. All the data sets are downloaded from http://www.ics.uci.edu/~mlearn. Details of these data sets are reported subsequently.
### TABLE 3.1 Prototypes of Different c-Means Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Centroid 1</th>
<th>Centroid 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial</td>
<td>Scale</td>
</tr>
<tr>
<td>Initial</td>
<td>2.088235;</td>
<td>η₁ = 4.553732</td>
</tr>
<tr>
<td></td>
<td>2.382353</td>
<td></td>
</tr>
<tr>
<td>HCM</td>
<td>2.088235;</td>
<td>2.382353</td>
</tr>
<tr>
<td>FCM</td>
<td>2.025431;</td>
<td>1.943642</td>
</tr>
<tr>
<td>PCM</td>
<td>2.087332;</td>
<td>1.500811</td>
</tr>
<tr>
<td>FPCM</td>
<td>2.281087;</td>
<td>1.749121</td>
</tr>
<tr>
<td>FPCM&lt;sup&gt;MR&lt;/sup&gt;</td>
<td>2.135505;</td>
<td>1.756445</td>
</tr>
<tr>
<td>KHCM</td>
<td>2.060885;</td>
<td>2.111454</td>
</tr>
<tr>
<td>KFCM</td>
<td>1.984085;</td>
<td>1.780511</td>
</tr>
<tr>
<td>KPCM</td>
<td>2.088211;</td>
<td>1.500801</td>
</tr>
<tr>
<td>KFPCM</td>
<td>2.103683;</td>
<td>1.662097</td>
</tr>
<tr>
<td>RCM</td>
<td>1.807862;</td>
<td>1.500375</td>
</tr>
<tr>
<td>RFCM&lt;sup&gt;MBP&lt;/sup&gt;</td>
<td>1.783023;</td>
<td>1.500408</td>
</tr>
<tr>
<td>RFCM</td>
<td>1.727380;</td>
<td>1.636481</td>
</tr>
<tr>
<td>RPCM</td>
<td>1.500126;</td>
<td>1.500002</td>
</tr>
<tr>
<td>RFPCM</td>
<td>1.727400;</td>
<td>1.636394</td>
</tr>
</tbody>
</table>

### TABLE 3.2 Performance of RFPCM over Different Iterations

<table>
<thead>
<tr>
<th>Iteration</th>
<th>α Index</th>
<th>α&lt;sup&gt;*&lt;/sup&gt; Index</th>
<th>γ Index</th>
<th>Dunn Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.999925</td>
<td>0.999926</td>
<td>0.406250</td>
<td>11.483479</td>
</tr>
<tr>
<td>2</td>
<td>0.999958</td>
<td>0.999959</td>
<td>0.562500</td>
<td>14.770479</td>
</tr>
<tr>
<td>3</td>
<td>0.999961</td>
<td>0.999963</td>
<td>0.593750</td>
<td>16.578180</td>
</tr>
<tr>
<td>4</td>
<td>0.999964</td>
<td>0.999965</td>
<td>0.593750</td>
<td>16.578184</td>
</tr>
<tr>
<td>5</td>
<td>0.999964</td>
<td>0.999965</td>
<td>0.593750</td>
<td>16.578184</td>
</tr>
</tbody>
</table>
3.6.3.1 Iris Data Set  The iris data set is a four-dimensional data set containing 50 samples each of three types of iris flowers. One of the three clusters, that is, class 1, is well separated from the other two, whereas classes 2 and 3 have some overlap.

3.6.3.2 Glass Identification Database  The glass data set consists of six classes. Each sample has 10 continuous-valued attributes. The number of samples of this data set is 214.
3.6.3.3 Ionosphere Database  It represents the autocorrelation functions of radar measurements. The task is to classify them into two classes denoting passage or obstruction in the ionosphere. There are 351 instances with 34 continuous-valued attributes.

3.6.3.4 Wine Recognition Database  It is a 13-dimensional data set with three classes. The number of instances per class are 59, 71, and 48, respectively. These data are the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of three wines.

3.6.3.5 Wisconsin Diagnostic Breast Cancer Database  It consists of 569 instances with 30 real-valued attributes. All the features are computed from a digitized image of a fine needle aspirate of a breast mass. They describe characteristics of the cell nuclei present in the image. Ten real-valued features are computed for each cell nucleus. The mean, standard error, and largest (mean of the three largest values) of these features are computed for each image, resulting in 30 features. All the feature values are recoded with four significant digits. This is a binary classification task with 357 instances benign and 212 instances malignant.
The performance of different \( c \)-means algorithms on the iris data set is reported subsequently for \( c = 2 \) and 3. Several runs have been made with different initializations and different choices of parameters. The final prototypes of different \( c \)-means algorithms, along with initial centroids and scale parameters, are provided in Table 3.5 for \( c = 2 \) and 3. For the RFPCM, the values of \( \delta \) are 0.51 and 0.48 for \( c = 2 \) and 3 considering \( w = 0.99, \hat{m}_1 = \hat{m}_2 = 2.0 \), and \( a = b = 0.5 \). The parameters are held constant across all runs.
TABLE 3.3 Performance of Different \( c \)-Means Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>DB Index</th>
<th>Dunn Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>0.266063</td>
<td>5.934918</td>
</tr>
<tr>
<td>FCM</td>
<td>0.210139</td>
<td>9.02365</td>
</tr>
<tr>
<td>PCM</td>
<td>0.183069</td>
<td>10.309421</td>
</tr>
<tr>
<td>FPCM</td>
<td>0.276837</td>
<td>6.894526</td>
</tr>
<tr>
<td>FPCM\textsuperscript{MR}</td>
<td>0.218153</td>
<td>8.753471</td>
</tr>
<tr>
<td>KHCM</td>
<td>0.204109</td>
<td>8.149428</td>
</tr>
<tr>
<td>KFCM</td>
<td>0.172090</td>
<td>10.870337</td>
</tr>
<tr>
<td>KPCM</td>
<td>0.183359</td>
<td>10.294540</td>
</tr>
<tr>
<td>KFPCM</td>
<td>0.195370</td>
<td>9.703721</td>
</tr>
<tr>
<td>RCM</td>
<td>0.127478</td>
<td>14.252816</td>
</tr>
<tr>
<td>RFCM\textsuperscript{MBP}</td>
<td>0.125088</td>
<td>14.491059</td>
</tr>
<tr>
<td>RFCM</td>
<td>0.123709</td>
<td>14.621336</td>
</tr>
<tr>
<td>RPCM</td>
<td>0.113765</td>
<td>15.737709</td>
</tr>
<tr>
<td>RFPCM</td>
<td>0.116704</td>
<td>16.578184</td>
</tr>
</tbody>
</table>

TABLE 3.4 Quantitative Evaluation of Rough-Fuzzy Clustering

<table>
<thead>
<tr>
<th>Methods</th>
<th>( \alpha ) Index</th>
<th>( \varphi ) Index</th>
<th>( \alpha^* ) Index</th>
<th>( \gamma ) Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFCM\textsuperscript{MBP}</td>
<td>0.999953</td>
<td>0.000047</td>
<td>0.999942</td>
<td>0.625000</td>
</tr>
<tr>
<td>RFCM</td>
<td>0.999991</td>
<td>0.000009</td>
<td>0.999991</td>
<td>0.812500</td>
</tr>
<tr>
<td>RPCM</td>
<td>0.999947</td>
<td>0.000053</td>
<td>0.999947</td>
<td>0.500000</td>
</tr>
<tr>
<td>RFPCM</td>
<td>0.999964</td>
<td>0.000036</td>
<td>0.999965</td>
<td>0.593750</td>
</tr>
</tbody>
</table>

For \( c = 3 \), except the PCM and KPCM, all the \( c \)-means algorithms generate good prototypes. The final prototypes of the FCM are used to initialize the PCM, FPCM, KFCM, KPCM, and KFPCM. Even if three initial centroids belong to three different classes, both the PCM and KPCM generate coincident clusters. That is, two of three final prototypes are identical in case of both the PCM and KPCM. Tables 3.6 and 3.7 depict the best results obtained using different \( c \)-means algorithms for \( c = 2 \) and 3. In Table 3.6, the performance of different algorithms is reported with respect to the DB index, Dunn index, and CPU time (in milliseconds). The results reported in Table 3.6 establish the fact that although each \( c \)-means algorithm generates good prototypes with lower values of DB index and higher values of Dunn index for \( c = 2 \), the RFPCM provides the best result having lowest DB index and highest Dunn index. The results of other versions of rough clustering are quite similar to that of the RFPCM.

In iris data set, since classes 2 and 3 overlap, it may be thought of having two clusters. But, to design a classifier, at least three clusters have to be identified. Thus, for such applications, the RFCM, RPCM, and RFPCM will be more useful because they are not sensitive to noise, can avoid coincident clusters, and their DB and Dunn index values are far better than that of other algorithms, as reported in
<table>
<thead>
<tr>
<th>Algorithms/Methods</th>
<th>Prototypes $c = 2$</th>
<th></th>
<th>Prototypes $c = 3$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Centroid 1</td>
<td>Centroid 2</td>
<td>Centroid 1</td>
<td>Centroid 2</td>
</tr>
<tr>
<td>Initial</td>
<td>4.5 2.3 1.3 0.3</td>
<td>6.3 2.7 4.9 1.8</td>
<td>5.8 2.7 5.1 1.9</td>
<td>5.0 2.0 3.5 1.0</td>
</tr>
<tr>
<td>Scale</td>
<td>$\eta_1 = 0.651171$</td>
<td>$\eta_2 = 1.154369$</td>
<td>$\eta_1 = 0.689405$</td>
<td>$\eta_2 = 0.582364$</td>
</tr>
<tr>
<td>FCM</td>
<td>5.02 3.37 1.57 0.29</td>
<td>6.34 2.91 5.01 1.73</td>
<td>6.78 3.05 5.65 2.05</td>
<td>5.89 2.76 4.36 1.40</td>
</tr>
<tr>
<td>PCM</td>
<td>5.04 3.41 1.47 0.24</td>
<td>6.17 2.88 4.76 1.60</td>
<td>6.17 2.88 4.76 1.61</td>
<td>6.17 2.88 4.76 1.61</td>
</tr>
<tr>
<td>FPCM</td>
<td>5.02 3.38 1.56 0.28</td>
<td>6.31 2.90 4.98 1.72</td>
<td>6.62 3.01 5.46 1.99</td>
<td>5.92 2.79 4.40 1.41</td>
</tr>
<tr>
<td>FPCM$^{MR}$</td>
<td>5.01 3.38 1.53 0.27</td>
<td>6.35 2.91 5.04 1.74</td>
<td>6.85 3.08 5.71 2.09</td>
<td>5.86 2.72 4.37 1.40</td>
</tr>
<tr>
<td>KHCM</td>
<td>5.01 3.36 1.56 0.29</td>
<td>6.29 2.89 4.96 1.69</td>
<td>6.77 3.05 5.64 2.05</td>
<td>5.89 2.76 4.36 1.39</td>
</tr>
<tr>
<td>KFCM</td>
<td>5.02 3.37 1.57 0.29</td>
<td>6.33 2.90 5.01 1.73</td>
<td>6.85 3.08 5.71 2.05</td>
<td>5.88 2.74 4.39 1.43</td>
</tr>
<tr>
<td>KPCM</td>
<td>5.04 3.41 1.47 0.24</td>
<td>6.17 2.88 4.76 1.60</td>
<td>6.17 2.88 4.76 1.60</td>
<td>6.17 2.88 4.76 1.60</td>
</tr>
<tr>
<td>KFPCM</td>
<td>5.02 3.38 1.54 0.27</td>
<td>6.29 2.90 4.95 1.70</td>
<td>6.43 2.95 5.16 1.83</td>
<td>6.03 2.83 4.54 1.49</td>
</tr>
<tr>
<td>KPCM$^{MR}$</td>
<td>5.01 3.42 1.46 0.24</td>
<td>6.40 2.94 5.11 1.77</td>
<td>6.87 3.09 5.79 2.12</td>
<td>5.69 2.66 4.11 1.26</td>
</tr>
<tr>
<td>RFCM$^{MBP}$</td>
<td>5.00 3.42 1.46 0.24</td>
<td>6.38 2.92 5.08 1.76</td>
<td>6.88 3.09 5.79 2.12</td>
<td>5.70 2.68 4.11 1.26</td>
</tr>
<tr>
<td>RFCM</td>
<td>5.01 3.42 1.46 0.24</td>
<td>6.40 2.94 5.11 1.77</td>
<td>6.87 3.09 5.79 2.12</td>
<td>5.69 2.66 4.11 1.26</td>
</tr>
<tr>
<td>RPCM</td>
<td>5.00 3.36 1.49 0.24</td>
<td>6.28 2.88 5.00 1.73</td>
<td>6.63 3.07 5.57 2.12</td>
<td>5.67 2.67 4.01 1.22</td>
</tr>
<tr>
<td>RFPCM</td>
<td>4.96 3.38 1.47 0.24</td>
<td>6.39 2.96 5.14 1.84</td>
<td>6.76 3.07 5.68 2.12</td>
<td>5.55 2.64 3.97 1.23</td>
</tr>
</tbody>
</table>
Table 3.6. Also, the execution time of different rough-fuzzy clustering algorithms is significantly lesser than that of different fuzzy and kernel-based fuzzy clustering algorithms.

Table 3.7 compares the performance of different rough-fuzzy clustering algorithms with respect to \( \alpha \), \( \varrho \), \( \alpha^* \), and \( \gamma \). The RFCM performs better than the RFCM\textsuperscript{MBP}. The performance of the RFPCM is intermediate between the RFCM and RPCM for \( c = 2 \) and better over other rough-fuzzy clustering algorithms having \( c = 3 \). However, it is expected that the RFPCM will be more useful as it is not sensitive to noise and outliers as well as does not produce coincident clusters.

Finally, Table 3.8 presents the comparative performance analysis of different \( c \)-means algorithms on some other benchmark data sets with respect to DB,
<table>
<thead>
<tr>
<th>Algorithms/Methods</th>
<th>Glass Data Set</th>
<th>Ionosphere Data Set</th>
<th>Wine Data Set</th>
<th>Wisconsin Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DB</td>
<td>Dunn</td>
<td>Time</td>
<td>DB</td>
</tr>
<tr>
<td>HCM</td>
<td>3.28</td>
<td>0.02</td>
<td>18</td>
<td>2.36</td>
</tr>
<tr>
<td>FCM</td>
<td>2.52</td>
<td>0.05</td>
<td>333</td>
<td>1.51</td>
</tr>
<tr>
<td>FPCM</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FPCM&lt;sup&gt;MR&lt;/sup&gt;</td>
<td>2.48</td>
<td>0.11</td>
<td>29</td>
<td>1.52</td>
</tr>
<tr>
<td>KHCM</td>
<td>2.60</td>
<td>0.03</td>
<td>65</td>
<td>2.30</td>
</tr>
<tr>
<td>KFCM</td>
<td>2.51</td>
<td>0.05</td>
<td>132</td>
<td>1.51</td>
</tr>
<tr>
<td>KFPCM</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RCM</td>
<td>1.96</td>
<td>0.37</td>
<td>53</td>
<td>1.01</td>
</tr>
<tr>
<td>RFCM&lt;sup&gt;MBP&lt;/sup&gt;</td>
<td>1.51</td>
<td>0.13</td>
<td>191</td>
<td>1.09</td>
</tr>
<tr>
<td>RFCM</td>
<td>1.45</td>
<td>0.49</td>
<td>124</td>
<td>0.99</td>
</tr>
<tr>
<td>RPCM</td>
<td>1.91</td>
<td>0.31</td>
<td>247</td>
<td>1.09</td>
</tr>
<tr>
<td>RFPCM</td>
<td>0.96</td>
<td>0.63</td>
<td>76</td>
<td>1.11</td>
</tr>
<tr>
<td>Methods</td>
<td>α</td>
<td>α*</td>
<td>γ</td>
<td>α</td>
</tr>
<tr>
<td>RFCM&lt;sup&gt;MBP&lt;/sup&gt;</td>
<td>0.9891</td>
<td>0.9719</td>
<td>0.5123</td>
<td>0.9918</td>
</tr>
<tr>
<td>RFCM</td>
<td>0.9942</td>
<td>0.9792</td>
<td>0.6250</td>
<td>0.9927</td>
</tr>
<tr>
<td>RPCM</td>
<td>0.9907</td>
<td>0.9775</td>
<td>0.5178</td>
<td>0.9913</td>
</tr>
<tr>
<td>RFPCM</td>
<td>0.9918</td>
<td>0.9804</td>
<td>0.6250</td>
<td>0.9987</td>
</tr>
</tbody>
</table>
Dunn, $\alpha$, $\alpha^*$, $\gamma$, and CPU time (in milliseconds). The following conclusions can be drawn from the results reported in Table 3.8:

- The performance of three algorithms, namely, RFCM, RPCM, and RFPCM, is significantly better than other fuzzy, kernel-based fuzzy, and rough algorithms with respect to DB, Dunn, $\alpha$, $\alpha^*$, and $\gamma$.
- The execution time required for different rough clustering algorithms is lesser compared to fuzzy and kernel-based fuzzy algorithms.
- Some of the existing algorithms such as the PCM, FPCM, KPCM, and KFPCM generate coincident clusters even when they have been initialized with the final prototypes of the FCM.
- The performance of kernel-based algorithms is better than their non-kernel-based counterparts, although they require more time to converge.

From the results reported in this chapter, the following conclusions can be drawn:

1. It is observed that the RFPCM is superior to other $c$-means algorithms. However, the RFPCM requires higher time compared to the HCM. But, the performance of the RFPCM is significantly higher than other $c$-means. The performance of both RFCM and RPCM is intermediate between the RFPCM and FCM/PCM. Also, the RFCM performs better than the RFCM$^\text{MBP}$.

2. Use of rough sets and fuzzy memberships (both probabilistic and possibilistic) adds a small computational load to the HCM algorithm; however, the corresponding integrated methods (RFCM, RPCM, and RFPCM) show a definite increase in the Dunn index and a decrease in DB index.

3. It is seen that the performance of the RFPCM is intermediate between both RFCM and RPCM with respect to $\alpha$, $\rho$, $\alpha^*$, and $\gamma$. However, the RFPCM will be more useful than both RFCM and RPCM as its prototypes are not sensitive to outliers and can avoid coincident clusters.

4. The execution time required for different rough clustering algorithms is significantly lesser compared to different fuzzy and kernel-based fuzzy clustering algorithms.

5. The quantitative indices such as $\alpha$, $\rho$, $\alpha^*$, and $\gamma$ based on the theory of rough sets provide good quantitative measures for rough-fuzzy clustering. The values of these indices reflect the quality of clustering.

The best performance of the RFPCM algorithm in terms of $\alpha$, $\rho$, $\alpha^*$, $\gamma$, DB, Dunn, and CPU time is achieved because of the following reasons:

1. The concept of crisp lower bound and fuzzy boundary of the RFPCM algorithm deals with uncertainty, vagueness, and incompleteness in class definition.
2. The membership function of the RFPCM handles efficiently overlapping partitions.
3. The probabilistic and possibilistic memberships of the RFPCM can avoid coincident clusters problem and make the algorithm insensitive to noise and outliers.

In effect, good cluster prototypes are obtained using the RFPCM algorithm with significantly less time.

3.7 CONCLUSION AND DISCUSSION

The problem of unsupervised clustering in the rough-fuzzy framework is addressed in this chapter. After explaining the basic characteristics of FCM and RCM, a generalized hybrid unsupervised learning algorithm, termed as rough-fuzzy-possibilistic $c$-means (RFPCM) is presented. It comprises a judicious integration of the principles of rough sets and fuzzy sets. While the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition, the membership function of fuzzy sets enables efficient handling of overlapping partitions. The RFPCM incorporates both probabilistic and possibilistic memberships simultaneously to avoid the problems of noise sensitivity of FCM and the coincident clusters of PCM. The concept of crisp lower bound and fuzzy boundary of a class, introduced herein, enables efficient selection of cluster prototypes. The algorithm is generalized in the sense that all the existing variants of $c$-means algorithms can be derived from the new algorithm as a special case.

Several quantitative indices are stated based on rough sets for evaluating the performance of different $c$-means algorithms. These indices may be used in a suitable combination to act as the objective function of an evolutionary algorithm, for rough-fuzzy clustering. The current formulation of the RFPCM is geared toward maximizing the utility of both rough sets and fuzzy sets with respect to knowledge discovery tasks. Although the methodology of integrating rough sets, fuzzy sets, and $c$-means algorithm has been efficiently demonstrated for synthetic and benchmark data sets, the concept can be applied to other unsupervised classification problems. Two important real-life applications of the rough-fuzzy clustering algorithm, namely, clustering of functionally similar genes from microarray gene expression data and segmentation of brain magnetic resonance images, are reported in Chapters 7 and 9, respectively.

So far, we have discussed the unsupervised clustering algorithm for object data. The term object data refers to the situation where the objects to be clustered are represented by vectors $x_i \in \mathbb{R}^m$. In contrast, the relational data refers to the situation where we have only numerical values representing the degrees to which pairs of objects in the data set are related. The algorithms that generate partitions of relational data are usually referred to as relational or pair-wise clustering algorithms. As the relational data is less common than object data,
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relational pattern recognition methods are not as well developed as their object counterparts, particularly in the area of robust clustering. However, relational methods are becoming a necessity as relational data becomes more and more common in information retrieval, data mining, web mining, and bioinformatics. In this regard, Chapter 6 discusses a rough-fuzzy relational clustering algorithm, termed as rough-fuzzy c-medoids algorithm, and demonstrates its effectiveness in protein sequence analysis.

The next chapter deals with the problem of supervised classification in the rough-fuzzy framework. Here, the significance of integrating fuzzy granulation and neighborhood rough-set-based feature selection is addressed.
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ROUGH-FUZZY GRANULATION AND PATTERN CLASSIFICATION

4.1 INTRODUCTION

Granular computing refers to computation and operations performed on information granules, that is, clumps of similar objects or points. Granular computing has been changed rapidly from a label to a conceptual and computational paradigm of study that deals with information and knowledge processing. Many researchers [1–3] have used the granular computing models to build efficient computational algorithms that can handle a huge amount of data, information, and knowledge. These models mainly deal with the efficiency, effectiveness, and robustness of using granules such as classes, clusters, subsets, groups, and intervals in problem solving [4].

Granular computing can be studied on the basis of its notions of representation and process. However, the main task to be focused on is to construct and describe information granules by a process called information granulation [5, 6] on which granular computing is oriented. Specifically, granulation is governed by the principles according to which the models should exploit the tolerance for imprecision and employ the coarsest level of granulation, which are consistent with the allowable level of imprecision. Modes of information granulation, in which the granules are crisp, play important roles in a wide variety of approaches and techniques. Although crisp information granulation has a wide range of applications, it has a major blind spot [7]. More particularly, it fails to reflect most of the processes of human reasoning and concept formation, where the granules are
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more appropriately fuzzy rather than crisp. The fuzziness in granules and their values are characteristic of the ways in which human concepts are formed, organized, and manipulated [8]. In fact, fuzzy information granulation does not refer to a single fuzzy granule; rather, it is about a collection of fuzzy granules that results from granulating a crisp or fuzzy object. Depending on the problems, and whether the granules and computation performed are fuzzy or crisp, one may have operations such as granular fuzzy computing or fuzzy granular computing [9].

In the recent past, several research works have been carried out on the construction of fuzzy granules. The process of fuzzy granulation involves the basic idea of generating a family of fuzzy granules from numerical features and transforming them into fuzzy linguistic variables. These variables thus keep the semantics of the data and are easy to understand. Fuzzy information granulation has come up with an important concept in fuzzy set theories, rough set theories, and the combination of both in recent years [1, 2, 7–12]. In general, the process of fuzzy granulation can be broadly categorized as class dependent (CD) and class independent (CI). Fuzzy sets are used in both cases for linguistic representation of patterns and generation of fuzzy granulation of the feature space. With CI granulation, each feature of the pattern is described with three fuzzy membership functions representing three linguistic values over the whole space, as is done in Pal and Mitra [13]. Hence, an $m$-dimensional feature space is characterized by $3^m$ granules. However, this process of granulation does not take care of the class-belonging information of features to different classes. On the other hand, in CD granulation, each feature explores its class-belonging information to different classes. In this process, features are described by the fuzzy sets equal to the number of classes, and individual class information is preserved by the generated fuzzy granules. In other words, an $m$-dimensional feature space with $c$ classes is characterized by $c^m$ granules. Therefore, the CD granulation is expected to be more efficient in the classification of data sets with highly overlapping classes.

The rough set theory, as proposed by Pawlak, has been proved to be an effective tool for feature selection, knowledge discovery, and rule extraction from categorical data [14]. The theory enables the discovery of data dependency and performs the reduction or selection of features contained in a data set using the data alone, requiring no additional information. The rough sets can be used as an effective tool to deal with both vagueness and uncertainty in data sets and to perform granular computation. The rough-set-based feature selection not only retains the representational power of the data but also maintains its minimum redundancy [14]. A rough set learning algorithm is shown in Pawlak [14] to obtain a set of rules from a decision table in IF-THEN form. The rough set theoretic tree structure pattern classifier is reported in Ananthanarayana et al. [15] for efficient data mining. However, the rough set theory can be used for numerical data by discretizing them, which results in the loss of information and introduction of noise. The concept of fuzzy discretization of feature space for a rough set theoretic classifier is described in Roy and Pal [16]. Recently, rough-fuzzy computing has been successfully applied for the classification of incomplete data
[17, 18]. Also, the neighborhood rough set [19, 20] is found to be suitable for both numerical and categorical data sets. The advantage of the neighborhood rough set is that it facilitates gathering the possible local information through neighborhood granules that are useful for a better discrimination of patterns, particularly in an overlapping class environment.

In this chapter, a rough-fuzzy granular space (RFGS) is described using the CD fuzzy granulation and neighborhood-rough-set-based feature selection [21]. The model provides a synergistic integration of the merits of both CD fuzzy granulation and the theory of neighborhood rough sets. In the RFGS-based model, the fuzzy granulated features are first generated on the basis of the CD knowledge. The neighborhood-rough-set-based feature selection method is then applied to these fuzzy granular feature sets for computing the approximate reducts to select a subset of features. The resulting output of the RFGS-based model can be used as an input for any classifier. To demonstrate the effectiveness of the RFGS-based model, different classifiers such as K-nearest neighbor (K-NN) rule [22], maximum likelihood (ML) classifier [22], and multilayer perceptron (MLP) [23] are used. However, other classifiers may also be used.

The effectiveness of the RFGS-based model is demonstrated with seven completely labeled data sets including a synthetic remote sensing image and two partially labeled real multispectral remote sensing images. Various performance measures such as percentage of overall classification accuracy, precision, recall [22], kappa coefficient (KC) [24], and computation time are considered for completely labeled data sets. On the other hand, the $\beta$ index [25] and Davies–Bouldin (DB) index [26] are used for partially labeled data sets. Another quantitative index, called dispersion score (DS), reflecting a different interpretation of the confusion matrix, is reported to measure the class-wise classifier performance. The dispersion measure quantifies the nature of distribution of the classified patterns among different classes. The statistical significance test is also performed using $\chi^2$ analysis.

The structure of the rest of this chapter is as follows: In Section 4.2, the RFGS-based model for pattern classification is described, while several quantitative measures are presented in Section 4.3 to evaluate the performance of different pattern classification methods. A brief description of different data sets is reported in Section 4.4. Different case studies and a comparison among different methods are presented in Section 4.5. Concluding remarks are given in Section 4.6.

### 4.2 Pattern Classification Model

The RFGS-based model has three main operational steps, as illustrated in Fig. 4.1. The first step of this model generates the CD fuzzy granulated feature space of input pattern vector. For fuzzy granulation, $c$ number of fuzzy sets are used to characterize the feature values of each pattern vector, where $c$ is the total number of classes. The $\pi$-type membership function can be considered for the
fuzzification purpose. Each feature is thus represented by \( c \) number of \([0, 1]\)-valued membership functions representing \( c \) fuzzy sets or characterizing \( c \) fuzzy granules along the axis. The \( \pi \)-type membership function explores the degree of belonging of a pattern into different classes based on individual features and the granules thus provide an improved class-wise representation of input patterns. The granules preserve the interrelated class information to build an informative granular space, which is potentially useful for improved classification for the data sets with overlapping classes.

In the granulation process, each feature value is represented with more than one membership value and thus the feature dimension increases. The increased dimension leads to great difficulty in solving many tasks of pattern recognition, machine learning, and data mining. In this regard, the neighborhood-rough-set-based feature selection method [19, 20] is used in the second step of the RFGS-based model (Fig. 4.1). The advantage in the use of neighborhood rough sets is that it can deal with both numerical and categorical data. The neighborhood rough set does not require any discretization of numerical data and is suitable for the fuzzy granulation of features. Further, the neighboring concept facilitates gathering of the possible local information through neighborhood granules that provide a better class discrimination information. Hence, the combination of these two steps of operations can be a better framework for the classification of patterns in an overlapping class environment. The RFGS-based model thus takes the advantages of both the CD fuzzy granulation and the neighborhood-rough-set-based feature selection method. After selecting the features, a classifier is used in the third step of Fig. 4.1 to classify the input pattern based on the selected features.

### 4.2.1 Class-Dependent Fuzzy Granulation

The CD fuzzy granulated feature space is generated using a fuzzy linguistic representation pattern. Only the case of numeric features is mentioned in this chapter. However, the features in descriptive and set forms can also be handled in this framework.

Let a pattern or object \( x \) be represented by \( m \) numeric features and expressed as \( x = [x_1, \ldots, x_j, \ldots, x_m] \). Hence, the object \( x \) can be visualized as a point
in the $m$-dimensional vector space. Each feature is described in terms of its fuzzy membership values corresponding to $c$ linguistic fuzzy sets, where $c$ is the total number of classes. Hence, an $m$-dimensional pattern vector is expressed as $(m \times c)$-dimensional vector and is given by

$$x = [\mu_1(x_1), \ldots, \mu_i(x_1), \ldots, \mu_c(x_1),$$

$$\ldots, \ldots, \ldots, \ldots,$$

$$\mu_1(x_j), \ldots, \mu_i(x_j), \ldots, \mu_c(x_j),$$

$$\ldots, \ldots, \ldots, \ldots,$$

$$\mu_1(x_m), \ldots, \mu_i(x_m), \ldots, \mu_c(x_m)], (i = 1, 2, \ldots, c), \tag{4.1}$$

where $\mu_1(x_j), \ldots, \mu_i(x_j), \ldots, \mu_c(x_j)$ signify the membership values of $x_j$ to $c$ number of fuzzy sets along the $j$th feature axis and $\mu(x_j) \in [0, 1]$. It implies that each feature $x_j$ is expressed separately by $c$ number of membership functions expressing $c$ fuzzy sets. In other words, each feature $x_j$ characterizes $c$ number of fuzzy granules along each axis and thus comprises $c^m$ fuzzy granules in an $m$-dimensional feature space.

The $\pi$-type membership function [27] is used to characterize the fuzzy granules. The membership value $\mu_i(x_j)$ thus generated expresses the degree of belonging of the $j$th feature to the $i$th class of the pattern $x$. The $\pi$-type membership function is given by

$$\mu(x_j; a, r, b) = \begin{cases} 0 & x_j \leq a \\ 2^{\eta-1} \left[ \frac{x_j - a}{r - a} \right]^\eta & a < x_j \leq p \\ 1 - 2^{\eta-1} \left[ \frac{r - x_j}{r - a} \right]^\eta & p < x_j \leq r \\ 1 - 2^{\eta-1} \left[ \frac{x_j - r}{b - r} \right]^\eta & r < x_j \leq q \\ 2^{\eta-1} \left[ \frac{b - x_j}{b - r} \right]^\eta & q < x_j < b \\ 0 & x_j \geq b, \end{cases} \tag{4.2}$$

where $\eta$ is the fuzzifier of the membership function, as shown in Fig. 4.2. The membership function can be estimated with the center at $r$ and $r = (p + q)/2$, where $p$ and $q$ are the two crossover points. The membership values at the crossover points are 0.5 and at the center $r$ its value is maximum, that is, 1. Assignment of membership value is made in such a way that training data gets a value closer to 1 when it is nearer to the center of membership function and a value closer to 0.5 when it is away from the center. For the determination of
the membership function, the position of the center is considered at mean point. The mean point is estimated as

\[ r = \text{mean}(j), \tag{4.3} \]

that is, the mean point is the average value of the data set for the \( j \)th feature \( x_j \). The two crossover points \( p \) and \( q \) are estimated as

\[ p = \text{mean}(j) - \left( \frac{\max(j) - \min(j)}{2} \right), \tag{4.4} \]
\[ q = \text{mean}(j) + \left( \frac{\max(j) - \min(j)}{2} \right), \tag{4.5} \]

where \( \min(j) \) and \( \max(j) \) are the minimum and maximum values of the data for the \( j \)th feature \( x_j \), respectively. Hence, the feature-wise class membership of input pattern can be automatically determined from the training set.

### 4.2.2 Rough-Set-Based Feature Selection

This section presents some preliminaries relevant to feature selection methods using both rough sets and neighborhood rough sets [14, 19, 20].

#### 4.2.2.1 Rough Sets

The theory of rough sets begins with the notion of an approximation space, which is a pair \(<U, A>\), where \( U \) is a nonempty set, the universe of discourse, \( U = \{x_1, \ldots, x_i, \ldots, x_n\} \) and \( A \) is a family of attributes,
also called knowledge in the universe. $V$ is the value domain of $\mathcal{A}$ and $f$ is an information function $f : U \times \mathcal{A} \to V$. An approximation space is also called an information system [14]. Any subset $\mathcal{P}$ of knowledge $\mathcal{A}$ defines an equivalence, also called indiscernibility, relation $\text{IND}(\mathcal{P})$ on $U$

$$\text{IND}(\mathcal{P}) = \{(x_i, x_j) \in U \times U | \forall a \in \mathcal{P}, f(x_i, a) = f(x_j, a)\}.$$  \hspace{1cm} (4.6)

If $(x_i, x_j) \in \text{IND}(\mathcal{P})$, then $x_i$ and $x_j$ are indiscernible by attributes from $\mathcal{P}$. The partition of $U$ generated by $\text{IND}(\mathcal{P})$ is denoted as $U / \text{IND}(\mathcal{P}) = \{[x_i]_\mathcal{P} : x_i \in U\}$, \hspace{1cm} (4.7)

where $[x_i]_\mathcal{P}$ is the equivalence class containing $x_i$. The elements in $[x_i]_\mathcal{P}$ are indiscernible or equivalent with respect to knowledge $\mathcal{P}$. Equivalence classes, also termed as information granules, are used to characterize arbitrary subsets of $U$. The equivalence classes of $\text{IND}(\mathcal{P})$ and the empty set $\emptyset$ are the elementary sets in the approximation space $<U, \mathcal{A}>$.

Given an arbitrary set $X \subseteq U$, in general, it may not be possible to describe $X$ precisely in $<U, \mathcal{A}>$. One may characterize $X$ by a pair of lower and upper approximations, defined as follows [14]:

$$\mathcal{P}(X) = \bigcup \{[x_i]_\mathcal{P} | [x_i]_\mathcal{P} \subseteq X\}$$ \hspace{1cm} (4.8)

and

$$\overline{\mathcal{P}}(X) = \bigcup \{[x_i]_\mathcal{P} | [x_i]_\mathcal{P} \cap X \neq \emptyset\}.$$ \hspace{1cm} (4.9)

Hence, the lower approximation $\mathcal{P}(X)$ is the union of all the elementary sets that are subsets of $X$, and the upper approximation $\overline{\mathcal{P}}(X)$ is the union of all the elementary sets that have a nonempty intersection with $X$. The tuple $<\mathcal{P}(X), \overline{\mathcal{P}}(X)>$ is the representation of an ordinary set $X$ in the approximation space $<U, \mathcal{A}>$ or simply called the rough set of $X$. The lower (respectively, upper) approximation $\mathcal{P}(X)$ (respectively, $\overline{\mathcal{P}}(X)$) is interpreted as the collection of those elements of $U$ that definitely (respectively, possibly) belong to $X$. The lower approximation is also called positive region, sometimes, denoted as $\text{POS}_\mathcal{P}(X)$. A set $X$ is said to be definable or exact in $<U, \mathcal{A}>$ iff $\mathcal{P}(X) = \overline{\mathcal{P}}(X)$. Otherwise, $X$ is inddefinable and termed as a rough set. $BN_\mathcal{P}(X) = \overline{\mathcal{P}}(X) \setminus \mathcal{P}(X)$ is called a boundary set.

**Definition 1** An information system $<U, \mathcal{A}>$ is called a decision table if the attribute set $\mathcal{A} = \mathcal{C} \cup \mathcal{D}$, where $\mathcal{C}$ and $\mathcal{D}$ are the condition and decision attribute sets, respectively. The dependency between $\mathcal{C}$ and $\mathcal{D}$ can be defined as [14]

$$\gamma_{\mathcal{C}}(\mathcal{D}) = \frac{|\text{POS}_\mathcal{C}(\mathcal{D})|}{|U|}.$$ \hspace{1cm} (4.10)
where $\text{POS}_C(D) = \bigcup C X_i$, $X_i$ is the $i$th equivalence class induced by $D$ and $|\cdot|$ denotes the cardinality of a set.

Let $I = \langle U, A \rangle$ be a decision table, where $U = \{x_1, \ldots, x_7\}$ is a nonempty set of finite objects or the universe and $A = C \cup D$ is a nonempty finite set of attributes, where $C = \{\text{Age, LEMS}\}$ and $D = \{\text{Walk}\}$ are the set of condition and decision attributes, respectively.

<table>
<thead>
<tr>
<th>$x_i \in U$</th>
<th>Age</th>
<th>LEMS</th>
<th>Walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>16–30</td>
<td>50</td>
<td>yes</td>
</tr>
<tr>
<td>$x_2$</td>
<td>16–30</td>
<td>0</td>
<td>no</td>
</tr>
<tr>
<td>$x_3$</td>
<td>31–45</td>
<td>1–25</td>
<td>no</td>
</tr>
<tr>
<td>$x_4$</td>
<td>31–45</td>
<td>1–25</td>
<td>yes</td>
</tr>
<tr>
<td>$x_5$</td>
<td>46–60</td>
<td>26–49</td>
<td>no</td>
</tr>
<tr>
<td>$x_6$</td>
<td>16–30</td>
<td>26–49</td>
<td>yes</td>
</tr>
<tr>
<td>$x_7$</td>
<td>46–60</td>
<td>26–49</td>
<td>no</td>
</tr>
</tbody>
</table>

$\text{IND}([\text{Age}])$ creates the following partition of $U$:

$$U/\text{IND}([\text{Age}]) = \{\{x_1, x_2, x_6\}, \{x_3, x_4\}, \{x_5, x_7\}\}$$

as the objects $x_1, x_2,$ and $x_6$ are indiscernible with respect to the condition attribute set $\{\text{Age}\}$. Similarly, the partition of $U$ generated by the condition attribute set $\{\text{LEMS}\}$ is given by

$$U/\text{IND}([\text{LEMS}]) = \{\{x_1\}, \{x_2\}, \{x_3, x_4\}, \{x_5, x_6, x_7\}\}$$

and the partition of $U$ generated by the condition attribute set $\{\text{Age, LEMS}\}$ is as follows:

$$U/\{\text{Age, LEMS}\} = \{\{x_1\}, \{x_2\}, \{x_3, x_4\}, \{x_5, x_7\}, \{x_6\}\}.$$ 

Now, the partition of $U$ generated by the decision attribute set $\{\text{Walk}\}$ is given by

$$U/D = U/\{\text{Walk}\} = \{\{x_1, x_4, x_6\}, \{x_2, x_3, x_5, x_7\}\}.$$ 

The positive region contains all objects of $U$ that can be classified to classes of $U/D$ using the knowledge in attributes $C$. Hence, for the above example, the positive region is as follows:

$$\text{POS}_C(D) = \bigcup (\phi, \{x_1\}, \{x_2\}, \{x_5, x_7\}, \{x_6\}) = \{x_1, x_2, x_5, x_6, x_7\}.$$ 

The dependency between $C$ and $D$ is, therefore, given by

$$\gamma_C(D) = \frac{5}{7}.$$
An important issue in data analysis is discovering the dependency between attributes. Intuitively, a set of attributes $\mathcal{D}$ depends totally on a set of attributes $\mathcal{C}$, denoted as $\mathcal{C} \Rightarrow \mathcal{D}$, if all attribute values from $\mathcal{D}$ are uniquely determined by values of attributes from $\mathcal{C}$. If there exists a functional dependency between values of $\mathcal{D}$ and $\mathcal{C}$, then $\mathcal{D}$ depends totally on $\mathcal{C}$. The dependency can be defined in the following way:

**Definition 2**  Given $\mathcal{C}, \mathcal{D} \subseteq \mathcal{A}$, it is said that $\mathcal{D}$ depends on $\mathcal{C}$ in a degree $\kappa$ ($0 \leq \kappa \leq 1$), denoted as $\mathcal{C} \Rightarrow_{\kappa} \mathcal{D}$, if

$$\kappa = \gamma_{\mathcal{C}}(\mathcal{D}) = \frac{|\text{POS}_{\mathcal{C}}(\mathcal{D})|}{|\mathcal{U}|}.$$  \hspace{1cm} (4.11)

If $\kappa = 1$, $\mathcal{D}$ depends totally on $\mathcal{C}$, if $0 < \kappa < 1$, $\mathcal{D}$ depends partially (in a degree $\kappa$) on $\mathcal{C}$, and if $\kappa = 0$, then $\mathcal{D}$ does not depend on $\mathcal{C}$ [14].

To what extent an attribute contributes to the calculation of the dependency on decision attribute can be calculated by the significance of that attribute. The change in dependency when an attribute is removed from the set of condition attributes is a measure of the significance of the attribute. The higher the change in dependency, the more significant the attribute is. If the significance is 0, then the attribute is dispensable.

**Definition 3**  Given $\mathcal{C}, \mathcal{D}$ and an attribute $\mathcal{A} \in \mathcal{C}$, the significance of the attribute $\mathcal{A}$ is defined as follows [14]:

$$\sigma_{\mathcal{C}}(\mathcal{D}, \mathcal{A}) = \gamma_{\mathcal{C}}(\mathcal{D}) - \gamma_{\mathcal{C}-\{\mathcal{A}\}}(\mathcal{D}).$$  \hspace{1cm} (4.12)

Considering the above table, let $\mathcal{C} = \{\mathcal{A}_1, \mathcal{A}_2\}$, where $\mathcal{A}_1 = \{\text{Age}\}$, $\mathcal{A}_2 = \{\text{LEMS}\}$, and $\mathcal{D} = \{\text{Walk}\}$. The significance of two attributes $\mathcal{A}_1$ and $\mathcal{A}_2$ is as follows:

$$\sigma_{\mathcal{C}}(\mathcal{D}, \mathcal{A}_1) = \gamma_{\mathcal{C}}(\mathcal{Q}) - \gamma_{\mathcal{C}-\{\mathcal{A}_1\}}(\mathcal{D}) = \frac{5}{7} - \frac{2}{7} = \frac{3}{7},$$

$$\sigma_{\mathcal{C}}(\mathcal{D}, \mathcal{A}_2) = \gamma_{\mathcal{C}}(\mathcal{Q}) - \gamma_{\mathcal{C}-\{\mathcal{A}_2\}}(\mathcal{D}) = \frac{5}{7} - \frac{2}{7} = \frac{3}{7}.$$

In this chapter, the quick reduct algorithm of Chouchoulas and Shen [28] is used to select features from a data set. It attempts to find an effective subset of features without exhaustively generating all possible feature subsets. It starts with an empty set and adds one feature at a time that results in the increase in dependency. The process goes on until it produces the maximum possible dependency value for a data set. In this work, the quick reduct algorithm is used to select features generated from the CD fuzzy granulation. The selected features are then used in a classifier for classifying the input pattern, as in the third step of Fig. 4.1.
4.2.2.2 Neighborhood Rough Sets

Let \( I = \langle U, A \rangle \) denote the information system, where \( U = \{ x_1, \ldots, x_i, \ldots, x_n \} \) is the universal set, which is a nonempty and finite set of samples, and \( A = \{ C \cup D \} \), where \( C \) and \( D \) are the sets of condition and decision features, respectively. Given an arbitrary \( x_i \in U \) and \( B \subseteq C \), the neighborhood \( \Phi_B(x_i) \) of \( x_i \) with given \( \Phi \), in feature space \( B \), is defined as [19]

\[
\Phi_B(x_i) = \{ x_j | x_j \in U, \Delta^B(x_i, x_j) \leq \Phi \}
\]

where \( \Delta \) is a distance function. \( \Phi_B(x_i) \) in Equation (4.13) is the neighborhood information granule centered with sample \( x_i \). In this study, three \( p \)-norm distances in Euclidean space are used. These are Manhattan distance (\( p = 1 \)), Euclidean distance (\( p = 2 \)), and Chebychev distance (\( p = \infty \)). The neighborhood granule generation is effected by two key factors, namely, the used distance function \( \Delta \) and parameter \( \Phi \). The first one determines the shape and the second one controls the size of the neighborhood granule. Both these factors play important roles in neighborhood rough sets and can be considered to control the granularity of data analysis. The significance of features varies with the granularity levels. Accordingly, the neighborhood-rough-set-based algorithm selects different feature subsets with the change in \( \Delta \) function and \( \Phi \) value. In this study, the effects of three \( p \)-norm distances are analyzed for a variation of \( \Phi \) values, and the best one is selected on the basis of the performance with the present data sets. However, optimal parameter values can be obtained through an optimization technique such as genetic algorithm.

Hence, each sample generates granules with a neighborhood relation. For a metric space \( \langle U, \Delta \rangle \), the set of neighborhood granules \( \{ \Phi_B(x_i) | x_i \in U \} \) forms an elemental granule system that covers the universal space rather than partitions it as in the case of rough sets. It is noted that the partition of the space generated by rough sets can be obtained from neighborhood rough sets with covering principle, while the other way round is not possible. Moreover, a neighborhood granule degrades to an equivalent class for \( \Phi = 0 \). In this case, the samples in the same neighborhood granule are equivalent to each other and the neighborhood rough set model degenerates to rough sets. Hence, the neighborhood rough sets can be treated as a generalized case of rough sets.

The dependency degree of decision feature \( D \) on condition feature set \( B \) in a neighborhood information system \( \langle U, C \cup D, N \rangle \) with distance function \( \Delta \) and neighborhood size \( \Phi \) is defined as

\[
\gamma_B(D) = \frac{|\text{POS}_B(D)|}{|U|},
\]

where \( |\bullet| \) denotes the cardinality of a set and \( 0 \leq \gamma_B(D) \leq 1 \). The dependency function measures the approximation power of a condition feature set. Hence, it can be used to determine the significance of a subset of features, normally called reduct. The significance of a subset of features is calculated with the change
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in dependency, when a feature is removed from the set of considered condition features.

On the basis of the significance of a feature, the subset of features or reduct is evaluated. Many sets of reducts can be obtained on the basis of the significance and any of them will work for the feature reduction task. In this regard, Hu et al. [19] described a forward greedy search algorithm for feature selection using neighborhood rough sets. It begins with an empty reduct. In each step, one feature is added and the change in dependency or significance is determined, when a feature is removed from the set of considered condition features. The process is stopped when the significance of the reduct is less than a small threshold value. In this study, the forward greedy search algorithm of Hu et al. [19] is used for the selection of features in the RFGS-based model for classification. The selected features are then fed to a classifier for classifying the input pattern, as in the third step of Fig. 4.1.

4.3 QUANTITATIVE MEASURES

In this section, several quantitative indices such as DS measure [21], classification accuracy, precision, recall [22], and KC [24] for completely labeled data sets, and \( \beta \) index [25] and DB index [26] for partially labeled data sets, which are used to evaluate the performance of different classifiers, are reported. Among them, the DB index is briefly described in Chapter 3.

4.3.1 Dispersion Measure

The performance of a classifier can be analyzed with respect to its confusion matrix. The nature of distribution of the classified patterns among different classes reflects the overlapping characteristics of various regions. With this notion, the class-wise dispersion measure of a classifier, which quantifies the nature of dispersion of the misclassified patterns into different classes, can be defined. The dispersion score \( DS_i \) for the \( i \)th class is defined as [21]

\[
DS_i = \left[ 1 - \left( \frac{\lambda_1 V_i}{V_{i\text{max}}} + \frac{\lambda_2 Z_i}{c - 1} \right) \right]; \quad i = 1, 2, ..., c, \tag{4.15}
\]

where \( c \) represents the total number of classes, \( V_i \) and \( V_{i\text{max}} \) are the variance of the elements in \( i \)th row of the confusion matrix and maximum variance corresponding to \( i \)th row, respectively, \( Z_i \) is the number of elements in \( i \)th row of the confusion matrix with zero value and \( Z_i \leq (c - 1) \), and \( \lambda_1 \) and \( \lambda_2 (= 1 - \lambda_1) \) are the weight factors. The value of \( V_{i\text{max}} \) is obtained when all the patterns are correctly classified to the \( i \)th class.

The first part of Equation (4.15) is the normalized variance for the class of interest and quantifies the nature of distribution of the classified patterns among the classes. The second part of Equation (4.15) is the normalized count for
the number of classes where no patterns are classified. Both the aspects are combined to reflect the overlapping characteristics of one class with that of the others. Hence, the dispersion measure provides a measure quantifying the class-wise distribution of the classified patterns for a classifier. The measure can be viewed as an index in evaluating the class-wise performance of a classifier. In Equation (4.15), the weight factors $\lambda_1$ and $\lambda_2$ can be assigned according to the requirement at hand. That means, the more important an aspect, the higher the weight value.

According to the dispersion measure, the less the dispersion score value the better the agreement. The value of $DS = 0$ indicates perfect agreement between the two observers, namely, true and estimated, that is, all the test patterns of that class are correctly classified. If the patterns are misclassified to or confused into a minimum number of classes, the DS value would be less. Therefore, with a given number of overlapping classes for a particular class of interest in the feature space, the lower DS value is desirable. Lower value would also allow one to focus on the less number of confused classes in order to get some of the misclassified patterns corrected with available higher level information.

Apart from providing an index of class-wise performance, the DS measure provides a helpful clue for improving the class-wise performance with additional or higher level information. The smaller the DS value, that is, when the misclassified patterns are mostly confined into a minimum number of classes, the larger the possibility that some of the misclassified patterns from the neighboring classes may get rectified with the higher level such as syntactic, semantic, and contextual information.

### 4.3.2 Classification Accuracy, Precision, and Recall

The percentage of overall classification accuracy is the percentage of samples that are correctly classified and can be evaluated from the confusion matrix. In this study, the significance of the confusion matrix is considered with respect to individual class. Sometimes a distinction is made between errors of omission and errors of commission, particularly when only a small number of class type is of interest. Hence, interpreting a confusion matrix from a particular class point of view, it is important to notice that different indications of class accuracies will result differently, according to whether the number of correct patterns for a class is divided by the total number of true or reference patterns for the class or the total number of patterns the classifier features to the class. The former is normally known as recall and the latter as precision [22]. Note that the overall classification accuracy does not provide the class-wise agreement between the true and estimated class labels, and the precision and recall measures give the results for individual classes only.

### 4.3.3 $\kappa$ Coefficient

To get an overall class agreement based on the individual class accuracy, $KC$ [24] estimation is used to validate the superiority of the classifiers effectively.
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The KC measure was introduced by the psychologist Cohen [24] and adapted for accuracy assessment in the remote sensing field by Congalton and Mead [29]. The KC and classification accuracy are not proportional, that means a good percentage of accuracy may lead to a poor KC value because it provides the measurement of class-wise agreement between the true and estimated class labels. The higher the coefficient value, the better the agreement of the estimated data with the true one. The KC value is estimated from a confusion matrix as follows:

\[
KC = \frac{M \sum_{i=1}^{r} Y_{ii} - \sum_{i=1}^{r} (Y_{i+} \times Y_{+i})}{M^2 - \sum_{i=1}^{r} (Y_{i+} \times Y_{+i})},
\] (4.16)

where \( r \) and \( M \) represent the number of rows in the error matrix and the total number of observations included in the matrix, respectively, while \( Y_{ii} \), \( Y_{i+} \), and \( Y_{+i} \) are the number of observations in row \( i \) and column \( i \), total observation in row \( i \), and total observation in column \( i \), respectively. A KC value greater than 0 indicates the amount of agreement between the two observers, namely, true and estimated. A KC value of 1 indicates perfect agreement when all the values are falling on the diagonal [24].

4.3.4 \( \beta \) Index

The \( \beta \) index of Pal et al. [25] is defined as the ratio of the total variation and within-class or cluster variation, and is given by

\[
\beta = \frac{N}{M},
\] (4.17)

where

\[
N = \sum_{i=1}^{c} \sum_{j=1}^{n_i} ||x_{ij} - \bar{v}||^2,
\] (4.18)

\[
M = \sum_{i=1}^{c} \sum_{j=1}^{n_i} ||x_{ij} - v_i||^2; \quad \text{and} \quad \sum_{i=1}^{c} n_i = n,
\] (4.19)

where \( n_i \) is the number of objects in the \( i \)th class or cluster \( (i = 1, 2, \ldots, c) \), \( n \) the total number of objects, \( x_{ij} \) the \( j \)th object in cluster \( i \), \( v_i \) the mean or centroid of the \( i \)th cluster, and \( \bar{v} \) the mean of \( n \) objects. For a given image and \( c \) value, the higher the homogeneity within the segmented regions, the higher would be the \( \beta \) value. The value of \( \beta \) increases with \( c \).

4.4 DESCRIPTION OF DATA SETS

In this study, seven completely labeled data sets, including a synthetic remote sensing image and two partially labeled real remote sensing images, collected from a satellite are chosen.
4.4.1 Completely Labeled Data Sets

This section presents a brief description of seven completely labeled data sets, which are used to evaluate the performance of the RFGS-based pattern classification model.

4.4.1.1 Vowel Data  The vowel data is a set of Indian Telugu vowel sounds in a consonant–vowel–consonant context uttered by three male speakers in the age group of 30–35 years. As a whole, the data set consists of 871 patterns. It has three features and six classes /ə/, /a/, /i/, /u/, /e/, and /o/ with 72, 89, 172, 151, 207, and 180 samples, respectively. The data set, which is depicted in Fig. 4.3 with two dimensions for ease of understanding, has three features: $F_1$, $F_2$, and $F_3$ corresponding to the first, second, and third vowel formant frequencies obtained through spectrum analysis. The classes are highly overlapping and possess ill-defined boundaries.

4.4.1.2 Satimage Database  The original Landsat data for this database is generated from data purchased from NASA by the Australian Centre for Remote Sensing, and used for research at the University of New South Wales. The sample database is generated taking a small section of 82 rows and 100 columns from the original data. The database is a tiny subarea of a scene, consisting of 82 × 100 pixels, each pixel covering an area on the ground of approximately 80 × 80 m. The information given for each pixel consists of the class value and the intensities in four spectral bands, from the green, red, and infrared regions of the spectrum. The data set contains 6435 examples: 4435 training and 2000 testing, with 36 real valued attributes and 6 classes.

Figure 4.3 Scatter plot of vowel data in $F_1–F_2$ plane.
4.4.1.3 **Waveform Data**  The Waveform data consists of three classes of waves with 21 features. Each class of the data set is generated from a combination of base waves. All the features are corrupted with noise (zero mean and unit variance). The data set contains 5000 patterns. The class distribution of the patterns present in the data set is made with 33% for each class.

4.4.1.4 **Caldonazzo Data**  The Caldonazzo data is obtained from a multispectral scanner satellite image. The data patterns used in this study is a subarea of a scene of $881 \times 928$ pixels. Each pixel value contains information from seven spectral bands. The data set contains 3884 patterns with the information from six different land cover classes.

4.4.1.5 **Phoneme Data**  The aim of this data is to distinguish between two classes, namely, nasal and oral vowels. It contains vowels coming from 1809 isolated syllables. The amplitudes of the five first harmonics are chosen as features to characterize each vowel. The data set has 5404 patterns.

4.4.1.6 **Page-Block Data**  The problem involved in this data is to classify the blocks of a page layout of a document that has been detected by a segmentation process. This is an essential step in document analysis in order to separate text from graphic areas. The five classes are text, horizontal line, picture, vertical line, and graphic. The page-block data set has 10 features and 5 classes with 5473 patterns.

4.4.1.7 **Synthetic Image**  A four-band synthetic image of size $512 \times 512$ has been generated with six major land cover classes similar to the Indian Remote Sensing Satellite (IRS-1A) image. Figure 4.4a shows the synthesized image in the near-infrared range (band-4). Different classification models are tested on various corrupted versions of the synthetic images. The synthetic image is corrupted with Gaussian noise (zero mean and standard deviation $\sigma = 1, 2, \ldots, 6$) in all four bands. Figure 4.4b shows the noisy version of the original image with $\sigma = 2$ as an example.

4.4.2 **Partially Labeled Data Sets**

This section provides a brief description of each of the two partially labeled data sets, which are used to evaluate the performance of the RFGS-based pattern classification model.

4.4.2.1 **IRS-1A Image**  The IRS-1A image of size $512 \times 512$ is obtained from IRS (Data Users Hand Book: Document No. IRS/NRSA/NDC/HB-02/89). The image taken from the Linear Imaging Self Scanner with spatial resolution of $36.25 \text{ m} \times 36.25 \text{ m}$ and wavelength range of $0.45–0.86 \mu \text{m}$ is used. The whole spectrum range is decomposed into four spectral bands, namely, blue, green, red, and near infrared corresponding to band-1, band-2, band-3, and band-4,
respectively. Since the image is of poor illumination, the enhanced image (band-4x) is presented in Fig. 4.5a for the convenience of visualizing the content of the image. However, the algorithms are implemented on the original image. The image in Fig. 4.5a covers an area around the city of Kolkata, India, in the near-infrared band having six major land cover classes, namely, pure water (PW), turbid water (TW), concrete area (CA), habitation (HAB), vegetation (VEG), and open spaces (OS).

4.4.2.2 SPOT Image The Systeme Pour d’Observation de la Terre (SPOT) image of size 512 x 512 shown in Fig. 4.5b (band-3) is obtained from the SPOT satellite. The image used here has been acquired in the wavelength range of 0.50–0.89 μm. The whole spectrum range is decomposed into three spectral bands, namely, green (band-1), red (band-2), and near infrared (band-3) of wavelengths 0.50–0.59 μm, 0.61–0.68 μm, and 0.79–0.89 μm, respectively. This image has a higher spatial resolution of 20 m x 20 m. The same six classes are considered as in the case of the IRS-1A image. Also, similar to the IRS-1A image, the classification models are applied on the original image.

4.5 EXPERIMENTAL RESULTS

In this chapter, the performance of the RFGS-based model is compared with that of different combinations of fuzzy granulation and rough feature selection methods. The CD granulation method is also compared with the CI granulation method. For the CI-based granulation, the whole feature space is used for granule
generation irrespective of the classes. Each feature of the pattern is represented by three fuzzy sets for characterizing three fuzzy granules along each axis, thereby providing \(3^m\) fuzzy granules in an \(m\)-dimensional feature space.

Five different combinations of classification models using granular feature space and feature selection methods are considered for performance comparison as mentioned below. Patterns with their original feature representation are fed as input to these models.

1. **Model 1**: K-NN classifier;
2. **Model 2**: CI fuzzy granulation + rough-set-based feature selection + K-NN classifier;
3. **Model 3**: CI fuzzy granulation + neighborhood-rough-set-based feature selection + K-NN classifier;
4. **Model 4**: CD fuzzy granulation + rough-set-based feature selection + K-NN classifier; and

The value of \(K\) for the K-NN classifier is considered as 1. Apart from the performance comparison with different quantitative measures for both completely and partially labeled data sets, the efficacy of the RFGS-based model is also justified with the following types of analysis. However, the experimental results with these analyses are provided only for vowel data because a similar trend of comparative performance is observed for the remaining data sets.
• Variation in classification accuracy with different values of parameter $\Phi$ and
distances used in neighborhood-rough-set-based feature selection for optimal
value selection;
• Performance comparison in terms of total computation time ($T_c$);
• Precision- and recall-based analysis;
• Performance evaluation in terms of dispersion measure of different classes;
• Performance comparison of the RFGS-based model with other classifiers
such as K-NN with $K = 3$ and 5, ML classifier, and MLP;
• Performance comparison of models in terms of $\beta$ and DB indices; and
• Statistical significance test called $\chi^2$-test for the RFGS-based model, which
is described next.

4.5.1 Statistical Significance Test
The $\chi^2$ analysis is normally used to test the goodness of fit of an observed
distribution to an expected one. The $\chi^2$ is defined as the sum of the squared
difference between observed $F^o$ and the expected $F^e$ frequencies of samples,
divided by the expected frequencies of samples in all possible categories, and is
given by

$$\chi^2 = \sum_{i=1}^{c} \frac{(F^o_i - F^e_i)^2}{F^e_i}$$

(4.20)

where $c$ is the number of categories. The step-wise procedure for interpreting the
$\chi^2$ value is as follows:

• Calculate the $\chi^2$ value using Equation (4.20).
• Determine the degree of freedom $df = c - 1$.
• Determine the closest probability value $p$ associated with $\chi^2$ and $df$ using
$\chi^2$ distribution table, where $p$ denotes the probability that the deviation of
the observed from that expected is due to chance alone.

The conclusion can be derived on the basis of the $p$-value, as follows:

• If the value of $p > 0.05$ for the calculated $\chi^2$, then the significance of the
model is accepted, that is, the deviation is small enough and it is because
of chance alone. A $p$-value of 0.45, for example, means that there is a 45%
probability that any deviation from expected is due to chance only.
• If the value of $p < 0.05$ for the calculated $\chi^2$, then the significance of the
model is not accepted, and it indicates that some factors other than chance
are operating or are responsible for the concerned nonacceptable deviation.
For example, a $p$-value of 0.01 means that there is only a 1% chance that this
deviation is due to chance alone. Therefore, other factors must be involved.
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4.5.2 Class Prediction Methods

The following three classifiers are used to evaluate the performance of different methods.

4.5.2.1 K-Nearest Neighbor Rule  The K-NN rule [22] is used to evaluate the effectiveness of the reduced feature set for classification. It classifies samples based on closest training samples in the feature space. A sample is classified by a majority vote of its K-neighbors, with the sample being assigned to the class most common amongst its K-NN.

4.5.2.2 Maximum Likelihood Classifier  The ML classifier [22] is one of the most powerful classifier in common use. It is a statistical decision rule that examines the probability function of an object for each of the classes. On the basis of the mean and variance, a probability function is calculated from the inputs for each class, and the object is assigned to the class with the highest probability.

4.5.2.3 Multilayer Perceptron  The MLP [23] is a feed-forward neural network trained with the standard back-propagation algorithm. As a supervised network, it requires a desired response to be trained and learns how to transform input data into a desired response. Hence, it is widely used for pattern classification. With one or two hidden layers, it can approximate any input–output mapping. It has been shown to approximate the performance of optimal statistical classifiers in difficult problems. In this work, one hidden layer is used.

4.5.3 Performance on Completely Labeled Data

The selection of training and test samples for all classes, in case of completely labeled data sets including synthetic image, is made after splitting the whole data set into two parts as training and test sets. The 10%, 20%, and 50% data are taken as the training set and the rest 90%, 80%, and 50% are considered as test data. Training sets are selected randomly and an equal percentage of data is collected from each class. Each of these splitting sets is repeated 10 times, and the final results are then averaged over them.

4.5.3.1 Optimum Values of Different Parameters  The classification results on a vowel data set with five different models using the K-NN classifier are depicted in Table 4.1 for three different percentages of the training sets. In this experiment, the classification performance of different models is compared with respect to three different aspects. These are performances based on granulated and non-granulated feature space, CD and CI fuzzy granulation, and rough-set-based and neighborhood-rough-set-based feature selection methods.

However, the performance of the neighborhood-rough-set-based feature selection method depends on the distance function $\Delta$ and parameter $\Phi$ of the neighborhood granules. In this study, the performance of Model 5 (RFGS-based model)
is analyzed for the variation of $\Delta$ and $\Phi$ with 20\% training set of vowel data. The classification accuracy is plotted in Fig. 4.6 for three $p$-norm distances for a variation of $\Phi$ values ($[0, 1]$) in Euclidean space. These are Manhattan distance ($p = 1$), Euclidean distance ($p = 2$), and Chebychev distance ($p = \infty$). It is observed from Fig. 4.6 that the accuracy varies with $\Phi$ values for all types of distances. With the increase in $\Phi$ value, the accuracy increases at first, reaches a peak value, and then decreases. Roughly, for all the distances, the highest accuracy is obtained for $\Phi = [0.3, 0.5]$ with maximum for Euclidean distance. Beyond 0.5, the neighborhood-rough-set-based feature selection method cannot select the relevant features to distinguish patterns. Further, it can be seen that the numbers of selected features are different when $\Phi$ takes values in the interval $[0.3, 0.5]$, although these features produce similar classification performance. Hence, the $\Phi$ value should be varied in $[0.3, 0.5]$ to find the minimal subset of features with similar classification performance. Accordingly, for presenting the

**TABLE 4.1 Performance on Vowel Data for Different Training Sets**

| Model | 10\% Training Set | | 20\% Training Set | | 50\% Training Set | |
|-------|-------------------|----------------|-------------------|-----------------|----------------|
|       | PA    | KC    | $T_c$ | PA    | KC    | $T_c$ | PA    | KC    | $T_c$ |
| 1     | 73.24 | 0.717 | 0.146 | 75.15 | 0.721 | 0.124 | 77.56 | 0.726 | 0.101 |
| 2     | 76.01 | 0.750 | 0.236 | 77.01 | 0.770 | 0.223 | 79.03 | 0.772 | 0.214 |
| 3     | 77.87 | 0.762 | 0.263 | 78.81 | 0.785 | 0.252 | 80.79 | 0.790 | 0.244 |
| 4     | 81.03 | 0.801 | 0.365 | 81.37 | 0.817 | 0.351 | 82.11 | 0.820 | 0.345 |
| 5     | 83.75 | 0.810 | 0.381 | 83.96 | 0.825 | 0.378 | 84.77 | 0.830 | 0.354 |

**Figure 4.6** Variation of classification accuracy of Model 5 with parameter $\Phi$. 
results for the remaining data sets, the values of \( p \) and \( \Phi \) are taken as 2 and 0.45, respectively.

4.5.3.2 Accuracy and \( \kappa \) Coefficient on Vowel Data In a comparative analysis, it is observed from Table 4.1 that for all percentages of training sets the performance of the classifiers measured with percentage of accuracy (PA) value is more encouraging for models using granulated feature space. With 10% of training sets, Model 1 provides the PA value of 73.24, whereas with other models the values are nearly 4%–11% higher. In a comparison between the CD and CI fuzzy-granulation-based models (Table 4.1), the PA values for Models 4 and 5 (CD models) are superior compared to Models 2 and 3 (CI models) with improvement in accuracy by nearly 5%–6%, respectively. This clearly indicates that the CD granules efficiently explore the class-wise belongingness of features to classes and provide an improved class discrimination information responsible for enhanced classification accuracy.

In a performance comparison of models with both neighborhood rough sets and rough sets, it is observed from Table 4.1 that the PA values for Models 5 and 3 are higher compared to Models 4 and 2. This specifies that the neighborhood-rough-set-based feature selection method restores better local information from neighborhood granules that is helpful for improved performance. Hence, comparatively, among the five models of classification, Model 5, which explores and incorporates granular feature space, CD fuzzy granulation, and neighborhood-rough-set-based feature selection method, provides the best performance for all percentages of the training sets as observed in Table 4.1. Further, it is seen that the impact of the CD fuzzy granule generation is more effective compared to neighborhood-rough-set-based feature selection in the classification performance. That is, in an environment of rough set or neighborhood-rough-set-based feature selection methods, classification models with the CD fuzzy granulation provide the PA value increment of about 5%–6% over the CI (Model 4 over Model 2 and Model 5 over Model 3). In an environment of the CD or CI fuzzy-granulation-based methods, classification models with neighborhood-rough-set-based feature selection perform well than rough-set-based method with an increased PA value of about 2% (Model 3 over Model 2 and Model 5 over Model 4). Further, the performance with the combined effect of the CI fuzzy granulation and neighborhood rough sets (Model 3) is not comparable to the CD fuzzy granulation and rough sets (Model 4). These comparisons clearly justify the efficacy of the CD granulation. The superiority of Model 5 (RFGS-based model) to others is also validated with the KC measure, as shown in Table 4.1. The critically assessed improved performance obtained with the PA is justified and supports the superiority claim of the rough-fuzzy granulation and feature selection model with the KC measure.

Table 4.1 also reveals that the accuracy obtained with Model 5 for minimum percentage of training sets is higher compared to the model incorporating the CI fuzzy granulation and both rough-set-based and neighborhood-rough-set-based feature selection methods at 50% training set. This is particularly important when
there is a scarcity of training sets such as land covers classification of real remote sensing images. This critically assessed improved performance claim is valid for both 20% and 50% training sets and is depicted in Table 4.1.

A comparative analysis in terms of total computational time $T_c$, that is, the sum of the training and testing times, as required by different models using K-NN classifier for all three percentages of training sets, is depicted in Table 4.1. All the simulations are done in a MATLAB (Matrix Laboratory) environment in a Pentium IV machine with 3.19 GHz processor speed. It is seen for all the cases that the $T_c$ values (in seconds) for Model 5, as expected, are higher compared to others with the cost of improved performance.

4.5.3.3 Precision and Recall on Vowel Data
In addition to the above comparison of performance with the PA, measures such as precision and recall with the vowel data at 20% training set are calculated for different models. Models 1, 2, and 5 are selected for comparison in Table 4.2 as the first one is based on the nongranulated feature space, the second with the CI fuzzy granulation and rough sets, and third with the best combination of the CD fuzzy granulation and neighborhood rough sets. Hence, a feel of comparison with the models that provide different combinations of results can be obtained. Although the measurements are made for all percentages of training sets, the results are shown in Table 4.2 only for 20% training set because the claim for improvement with Model 5 is similar for all training sets. It is observed from Table 4.2 that Model 5 performs better than others in a class-wise agreement comparison for all the classes and with both accuracy measurements.

4.5.3.4 $\beta$ and DB Indices on Vowel Data
Further, the performance comparison of different models is made with vowel data set using $\beta$ and DB indices. Here, the classifiers are trained with 20% of the data set and then the said trained classifiers are applied on the whole data to partition into six categories. Results in terms of $\beta$ and DB values are depicted in Table 4.3, which reveal the superiority of Model 5 to others with respect to all aspects, that is, granulated over nongranulated feature space, CD over CI fuzzy granulation, and rough-set-based and neighborhood-rough-set-based feature selection.

### Table 4.2 Precision and Recall Values on Vowel Data at 20% Training Set

<table>
<thead>
<tr>
<th>Class</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 5</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>66.05</td>
<td>75.28</td>
<td>69.43</td>
<td>78.77</td>
<td>75.68</td>
<td>92.71</td>
</tr>
<tr>
<td>2</td>
<td>74.67</td>
<td>77.80</td>
<td>76.62</td>
<td>82.13</td>
<td>83.31</td>
<td>89.56</td>
</tr>
<tr>
<td>3</td>
<td>83.08</td>
<td>89.29</td>
<td>86.03</td>
<td>92.79</td>
<td>90.39</td>
<td>96.75</td>
</tr>
<tr>
<td>4</td>
<td>80.02</td>
<td>87.86</td>
<td>84.65</td>
<td>93.44</td>
<td>93.39</td>
<td>95.75</td>
</tr>
<tr>
<td>5</td>
<td>68.44</td>
<td>78.21</td>
<td>70.89</td>
<td>80.77</td>
<td>76.64</td>
<td>91.01</td>
</tr>
<tr>
<td>6</td>
<td>78.93</td>
<td>86.21</td>
<td>82.12</td>
<td>92.23</td>
<td>86.76</td>
<td>93.79</td>
</tr>
</tbody>
</table>
TABLE 4.3 The $\beta$ and DB Index Values on Vowel Data

<table>
<thead>
<tr>
<th>Model</th>
<th>$\beta$ Index</th>
<th>DB Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Samples</td>
<td>6.5421</td>
<td>0.7213</td>
</tr>
<tr>
<td>1</td>
<td>4.8463</td>
<td>1.3231</td>
</tr>
<tr>
<td>2</td>
<td>4.9901</td>
<td>1.2847</td>
</tr>
<tr>
<td>3</td>
<td>5.1033</td>
<td>1.2603</td>
</tr>
<tr>
<td>4</td>
<td>5.5664</td>
<td>1.1565</td>
</tr>
<tr>
<td>5</td>
<td>5.7352</td>
<td>1.1264</td>
</tr>
</tbody>
</table>

4.5.3.5 Dispersion Score on Vowel Data The efficiency of different classifiers is also studied in terms of the DS defined in Equation (4.15). Using the DS, the dispersion of classified patterns into various classes is estimated and its physical significance with vowel data set is highlighted. Also, the superiority of Model 5 is analyzed and justified with this measure. Comparative results of the DS of all the classes are depicted in Table 4.4 obtained using five classification models with the K-NN classifier for 20% training set.

Let us consider the results of confusion matrices and the corresponding DS values obtained with Models 3 and 5 for vowel data at 20% training set, as shown in Fig. 4.7. It is observed from the scatter plot of vowel data set (Fig. 4.3) that class 1 (/æ/) is highly overlapping with classes 5 (/e/) and 2 (/a/), and a small overlapping with class 6 (/o/). This is exactly reflected by the confusion matrix of Model 5 (Fig. 4.7b), whereas for Model 3 (Fig. 4.7a) this is not so. Accordingly, the DS value is lower for Model 5, signifying its superiority. The superiority of Models 5 to 3 and other models is similarly observed for all classes except class 4 (/u/), where the DS value of Model 5 is higher than those of Models 3 and 4 (Table 4.4). Therefore, the DS value may be viewed to provide an appropriate quantitative index in evaluating the overlapping characteristics of classes in terms of dispersion of misclassified patterns and to quantify the class-wise performance of classifiers accordingly.

4.5.3.6 Performance Analysis Using Different Classifiers So far, the effectiveness of the RFGS-based model (Model 5) is described using the K-NN classifier with $K = 1$. In this section, the effectiveness of different models is described

TABLE 4.4 Dispersion Score on Vowel Data at 20% Training Set

<table>
<thead>
<tr>
<th>Class</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9013</td>
<td>0.8298</td>
<td>0.8056</td>
<td>0.7846</td>
<td>0.7059</td>
</tr>
<tr>
<td>2</td>
<td>0.7134</td>
<td>0.5185</td>
<td>0.6295</td>
<td>0.4398</td>
<td>0.4248</td>
</tr>
<tr>
<td>3</td>
<td>0.4325</td>
<td>0.3467</td>
<td>0.2620</td>
<td>0.2601</td>
<td>0.2534</td>
</tr>
<tr>
<td>4</td>
<td>0.6132</td>
<td>0.5346</td>
<td>0.4386</td>
<td>0.4321</td>
<td>0.4422</td>
</tr>
<tr>
<td>5</td>
<td>0.7343</td>
<td>0.5338</td>
<td>0.5636</td>
<td>0.4979</td>
<td>0.4808</td>
</tr>
<tr>
<td>6</td>
<td>0.4262</td>
<td>0.3015</td>
<td>0.2021</td>
<td>0.2135</td>
<td>0.1950</td>
</tr>
</tbody>
</table>
using some other classifiers such as the K-NN with $K = 3$ and 5, MLP, and ML classifier.

The comparative results of all models with these classifiers are depicted in Table 4.5 for a training set of 20%, as an example. The superiority of Model 5 to others for different classifiers is evident. Also, a similar improvement in the performance of the models using different classifiers is observed with granulated over nongranulated, CD granulation over CI granulation, and neighborhood-rough-set-based feature selection over rough sets, as in the case of the K-NN classifier with $K = 1$.

4.5.3.7 Statistical Significance Analysis on Vowel Data To strengthen the claim of effectiveness of the RFGS-based model (Model 5) for classification,
TABLE 4.6  Statistical Significance Test on Vowel Data

<table>
<thead>
<tr>
<th>Model</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0.10 &gt; p &gt; 0.05$</td>
</tr>
<tr>
<td>2</td>
<td>$0.20 &gt; p &gt; 0.10$</td>
</tr>
<tr>
<td>5</td>
<td>$0.50 &gt; p &gt; 0.30$</td>
</tr>
</tbody>
</table>

the statistical significance test is performed using $\chi^2$. The comparative results for all models are depicted in Table 4.6 for test set of 80%, as an example. Models 1, 2, and 5 are selected for comparison, as is done for the evaluation in terms of precision and recall measures. It is observed from Table 4.6 that the $p$-value obtained for Model 5 is in the range of $0.30 < p < 0.50$, whereas it is $0.10 < p < 0.20$ and $0.05 < p < 0.10$, respectively for Models 2 and 1. This observation shows that the significance of Model 5 is much higher compared to Models 1 and 2 and therefore justifies its superiority.

4.5.3.8 Performance of Other Data Sets  Comparative analysis of five classification models is presented in Table 4.7 using the K-NN classifier on different data sets for different training sets and two measures, namely, PA and KC. It is seen that for all the training sets, the models with fuzzy granulated feature space provide greater PA values compared to Model 1, that is, with nongranulated feature space; justifying the use of granular-computing-based methods for improving the performance. The RFGS-based model (Model 5) is seen to be more effective with the CD fuzzy granulation and neighborhood-rough-set-based feature selection method. The improvement of Models 5 and 4 over Models 3 and 2 can be easily seen. Also, for all data sets, Model 5 (combination of the CD fuzzy-granulation-based and neighborhood-rough-set-based feature selection) performs the best. Other findings and issues as discussed in the case of vowel data, such as effect of changing $p$ and $\Phi_1$ values, significance of the DS measure, performance with measures such as precision and recall, performance of models using other classifiers, are also found to be true for all these data sets.

4.5.3.9 Synthetic Image  Noisy synthetic remote sensing images with different $\sigma$ values (Fig. 4.4b) are used to compare the performance of five models using the K-NN classifier, in terms of PA, and the corresponding results are shown in Table 4.8 for 20% training set. The table reveals the superiority of Model 5 to others for all the noise levels. Since a similar trend of observation, as discussed in the case of vowel data, is obtained with other measures for the synthetic remote sensing image, those results are not mentioned here. Figure 4.8 shows the resulting classified images obtained by Models 1 and 5 for the noisy input image with $\sigma = 2$. The superiority of Models 5 to 1, as indicated in Table 4.8, is further verified visually from Fig. 4.8. Here, the classified images obtained from these two models are shown, as an example, because one of them performs the worst and the other performs the best.
### 4.5.4 Performance on Partially Labeled Data

This section presents the performance of Model 5 for the classification of two partially labeled data, namely, IRS-1A and SPOT images. The classifiers are initially trained with labeled data of six land cover types and then the said trained classifiers are applied on the unlabeled image data to partition into six regions.

Both IRS-1A and SPOT images are classified with five different models using the K-NN classifier, and the performance comparison in terms of $\beta$ and DB index values is shown in Table 4.9. As expected, the $\beta$ value is the highest and DB value is the lowest for the training set (Table 4.9). It is also seen that Model 5 yields superior results in terms of both indices compared to other four models. As a whole, the gradation in the performance of the five models can be established with the following $\beta$ relation:

$$\beta_{\text{Training}} > \beta_{\text{Model 5}} > \beta_{\text{Model 4}} > \beta_{\text{Model 3}} > \beta_{\text{Model 2}} > \beta_{\text{Model 1}}.$$  \hspace{1cm} (4.21)


**TABLE 4.8 Classification Accuracy of Different Models on Synthetic Image**

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sigma = 1$</th>
<th>$\sigma = 2$</th>
<th>$\sigma = 3$</th>
<th>$\sigma = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95.72</td>
<td>82.03</td>
<td>72.17</td>
<td>60.77</td>
</tr>
<tr>
<td>2</td>
<td>97.86</td>
<td>91.10</td>
<td>77.23</td>
<td>63.01</td>
</tr>
<tr>
<td>3</td>
<td>98.12</td>
<td>92.23</td>
<td>80.23</td>
<td>67.83</td>
</tr>
<tr>
<td>4</td>
<td>98.83</td>
<td>94.34</td>
<td>82.36</td>
<td>69.36</td>
</tr>
<tr>
<td>5</td>
<td>99.54</td>
<td>95.87</td>
<td>84.41</td>
<td>71.44</td>
</tr>
</tbody>
</table>

A similar gradation in performance is also observed with the DB values, which further supports the superiority of Model 5, that is, the RFGS-based model.

In order to demonstrate the significance of granular computing visually, let us consider Fig. 4.9 depicting the output corresponding to Model 1 (without granulation) and Model 5 (with granulation). It is clear from the figure that Model 5 performs well in segregating different areas by properly classifying the land covers. A zoomed version of the Howrah bridge region is shown in Fig. 4.10 to have an improved visualization. Similarly, the regions such as the Salt Lake Stadium and water bodies are more distinct and well shaped with Model 5 as shown in Fig. 4.10. These observations further justify the significance of the $\beta$ and DB indices in reflecting the performance of the models automatically without visual intervention.

The significance of Model 5 is further justified visually from Fig. 4.11 that illustrates the classified SPOT images corresponding to Models 1 and 5.
TABLE 4.9 Performance of Different Models on Partially Labeled Data

<table>
<thead>
<tr>
<th>Model</th>
<th>β Index</th>
<th></th>
<th>DB Index</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IRS-1A</td>
<td>SPOT</td>
<td>IRS-1A</td>
<td>SPOT</td>
</tr>
<tr>
<td>Training samples</td>
<td>9.4212</td>
<td>9.3343</td>
<td>0.5571</td>
<td>1.4893</td>
</tr>
<tr>
<td>1</td>
<td>6.8602</td>
<td>6.8745</td>
<td>0.9546</td>
<td>3.5146</td>
</tr>
<tr>
<td>2</td>
<td>7.1343</td>
<td>7.2301</td>
<td>0.9126</td>
<td>3.3413</td>
</tr>
<tr>
<td>3</td>
<td>7.3559</td>
<td>7.3407</td>
<td>0.8731</td>
<td>3.2078</td>
</tr>
<tr>
<td>4</td>
<td>8.1372</td>
<td>8.2166</td>
<td>0.7790</td>
<td>2.8897</td>
</tr>
<tr>
<td>5</td>
<td>8.4162</td>
<td>8.4715</td>
<td>0.7345</td>
<td>2.7338</td>
</tr>
</tbody>
</table>

Figure 4.9 Classified IRS-1A images. (a) Model 1 and (b) Model 5.

Figure 4.11b is superior to Fig. 4.11a in the sense that the different structures such as roads and canals are more prominent.

4.6 CONCLUSION AND DISCUSSION

This chapter describes a rough-fuzzy model for pattern classification. The model formulates a CD fuzzy granulation of input feature space, where the membership functions explore the degree of belonging of features into different classes and make it more suitable for improved class label estimation. The advantage of neighborhood rough sets that deal with both numerical and categorical data without any discretization is also realized in the current model. The neighboring concept facilitates gathering the local or contextual information through neighborhood granules that provide improved class discrimination information. The dispersion measure for classifiers’ performance reflects well the overlapping characteristics of a class with others and can be viewed as an appropriate index in
evaluating the class-wise performance of a classifier. It may be mentioned here that fuzzy granulation of feature space described in Pal and Mitra [30] for case generation is similar to the method of CI granulation used here.

With extensive experimental results on various types of real life as well as synthetic data, both fully and partially labeled, it is found that the effect of CD fuzzy granulation is substantial compared to the rough feature selection methods in improving classification performance, and the combined effect is further encouraging for the data sets with highly overlapping classes. The statistical significance of the current model is also supported by the $\chi^2$ test. The computational
complexity of this model is a little high. However, its learning ability with a small percentage of training samples makes it practically applicable to problems with a large number of overlapping classes.

In this chapter and the previous one, we have discussed about the classification (both supervised and unsupervised) aspect of a pattern recognition system. In the next chapter, we address another task, namely, feature selection using fuzzy-rough sets.
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FUZZY-ROUGH FEATURE SELECTION USING $f$-INFORMATION MEASURES

5.1 INTRODUCTION

Feature selection or dimensionality reduction of a data set is an essential preprocessing step used for pattern recognition, data mining, and machine learning. It is an important problem related to mining large data sets, both in dimension and size. Before the analysis of the data set, preprocessing the data to obtain a smaller set of representative features and retaining the optimal salient characteristics of the data not only decrease the processing time but also lead to more compactness of the models learned and better generalization. Hence, the general criterion for reducing the dimension is to preserve the most relevant information of the original data according to some optimality criteria.

Conventional methods of feature selection involve evaluating different feature subsets using some indices and selecting the best among them. Depending on the way of computing the feature evaluation index, feature selection methods are generally divided into two broad categories: filter approach [1, 2] and wrapper approach [1, 3]. In the filter approach, the algorithms do not perform classification of the data in the process of feature evaluation. Before application of the actual learning algorithm, the best subset of features is selected in one pass by evaluating some predefined criteria, which are independent of the actual generalization performance of the learning machine. Hence, the filter approach is computationally less expensive and more general [1, 2].
On the other hand, in its most general formulation, the wrapper approach consists of using the prediction performance of a given learning machine to assess the relative usefulness of different subsets of features. Since the wrapper approach uses the learning machine as a black box, it generally outperforms the filter approach in the aspect of final predictive accuracy of the learning machine. However, it is computationally more expensive than the filter approach [1, 3]. An efficient but less universal version of the wrapper approach is the embedded method, which performs feature selection in the process of training and is usually specific to the given learning machine. However, the embedded approach is more intricate and limited to a specific learning machine [4–7].

In the feature selection process, an optimal feature subset is always relative to a certain criterion. In general, different criteria may lead to different optimal feature subsets. However, every criterion tries to measure the discriminating ability of a feature or a subset of features to distinguish the different class labels. While the distance measure is a traditional discrimination or divergence measure, the dependence or correlation measure is mainly utilized to find the correlation between two features or a feature and a class [8]. As these two measures depend on the actual values of the training data, they are very much sensitive to the noise or outlier of the data set. On the other hand, information measures such as the entropy and mutual information [9, 10] compute the amount of information or the uncertainty of a feature for classification. As the information measure depends only on the probability distribution of a random variable rather than on its actual values, it has been widely used in feature selection [5–7, 9, 10].

Information measures are defined as the measures of the distance between a joint probability distribution and the product of the marginal distributions [11]. They constitute a subclass of the divergence measures, which are measures of the distance between two arbitrary distributions. A specific class of information (i.e., divergence) measures, of which mutual information is a member, is formed by the $f$-information (i.e., $f$-divergence) measures [11, 12]. Several $f$-information measures have been used in medical image registration [12], feature selection of real-valued data sets [13], and gene selection [14, 15] problems, and shown to yield significantly more accurate results than mutual information.

The rough set theory is a new paradigm to deal with uncertainty, vagueness, and incompleteness. It is proposed for indiscernibility in classification according to some similarity. The rough set theory has been applied successfully to feature selection of discrete valued data [16–18]. Given a data set with discretized attribute values, it is possible to find a subset of the original attributes using rough set theory that are the most informative; all other attributes can be removed from the data set with minimal information loss. From the dimensionality reduction perspective, informative features are those that are most useful in determining classifications from their values [19, 20].

One of the popular rough-set-based feature selection algorithms is the quick reduct (QR) algorithm [21, 22] in which the dependency or quality of approximation of a single attribute is first calculated with respect to the class labels or decision attribute. After selecting the best attribute, other attributes are added to
it to produce better quality. Additions of attributes are stopped when the final subset of attributes has the same quality as that of maximum possible quality of the data set or the quality of the selected attributes remains the same. Other notable algorithms include the discernibility-matrix-based method [23, 24] and dynamic reducts [25]. Recently, a distance-measure-based approach was reported in Parthalain et al. [26] to explore the rough set boundary region for feature selection. However, all these approaches are computationally very costly. Different heuristic approaches based on the rough set theory are also developed for feature selection [27, 28]. Combining rough sets and genetic algorithms, different algorithms have been proposed [29–31] to discover an optimal or a close-to-optimal subset of features.

However, there are usually real-valued data and fuzzy information in real-world applications. Combining fuzzy sets and rough sets provides an important direction in reasoning with uncertainty for real-valued data sets. Both fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data [32, 33]. They are complementary in some aspects. The generalized theories of rough-fuzzy sets and fuzzy-rough sets have been applied successfully to feature selection of real-valued data [34–38]. Both fuzzy-rough sets [39, 40] and neighborhood rough sets [41, 42] can handle continuous-valued attributes or features without any discretization.

Jensen and Shen [34, 35] introduced the fuzzy-rough QR algorithm for feature selection or dimensionality reduction of real-valued data sets. Hu et al. [43] have used the concept of fuzzy equivalence relation matrix to compute entropy and mutual information in fuzzy approximation spaces, which can be used for feature selection of real-valued data sets. However, many useful information measures such as several $f$-information measures cannot be computed from the fuzzy equivalence relation matrix introduced in Hu et al. [43] as it does not provide a way to compute marginal and joint distributions directly. Also, the fuzzy-rough-set-based feature selection methods proposed in Jensen and Shen [34, 35] and Hu et al. [43] select the relevant or predictive features of a data set without considering the redundancy among them. However, there exist a number of feature selection algorithms that group correlated features to reduce the redundancy among selected features [44–50].

Recently, Maji and Pal [13] described a feature selection method that employs fuzzy-rough sets to provide a means by which discrete or real-valued noisy data, or a mixture of both, can be effectively reduced without the need for user-specified information. Moreover, the method can be applied to data with continuous or nominal decision attributes, and can be applied to regression as well as classification of data sets. The method selects a subset of features from the whole feature set by maximizing the relevance and minimizing the redundancy of the selected features. The relevance and redundancy of the features are calculated using the $f$-information measures in fuzzy approximation spaces. Using the concept of fuzzy equivalence partition matrix (FEPM), the $f$-information measures are calculated for both condition and decision attributes. Hence, the only information required in the current feature selection method is
in the form of fuzzy partitions for each attribute, which can be automatically derived from the given data set. This avoids the need for domain experts to provide information on the data involved and ties in with the advantage of rough sets in that it requires no information other than the data set itself.

The structure of the rest of this chapter is as follows: Section 5.2 briefly introduces the necessary notions of fuzzy-rough sets. In Section 5.3, the formulae of Shannon’s entropy are reported for fuzzy approximation spaces with an FEP. The $f$-information measures for fuzzy approximation spaces are presented in Section 5.4. The feature selection method [13] based on $f$-information measures for fuzzy approximation spaces is described in Section 5.5. Several quantitative measures are reported in Section 5.6 to evaluate the performance of different fuzzy-rough-set-based feature selection methods. A few case studies and a comparison with other methods are presented in Section 5.7. Concluding remarks are given in Section 5.8.

5.2 FUZZY-ROUGH SETS

As mentioned in Section 2.5 of Chapter 2, a crisp equivalence relation induces a crisp partition of the universe and generates a family of crisp equivalence classes. Correspondingly, a fuzzy equivalence relation generates a fuzzy partition of the universe and a series of fuzzy equivalence classes, which are also called fuzzy knowledge granules [32, 33, 35]. This means that the decision attributes and the condition attributes may all be fuzzy. The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes [33].

Let $<\mathbb{U}, \mathcal{A}>$ represent a fuzzy approximation space and $X$ a fuzzy subset of $\mathbb{U}$. The fuzzy $\mathbb{P}$-lower and $\mathbb{P}$-upper approximations are then defined as follows [32, 33]:

$$
\mu_{\underline{\mathbb{P}}X}(F_i) = \inf_{x} \{\max\{(1 - \mu_{Fi}(x)), \mu_{X}(x)\}\} \quad \forall i
$$

$$
\mu_{\overline{\mathbb{P}}X}(F_i) = \sup_{x} \{\min\{\mu_{Fi}(x), \mu_{X}(x)\}\} \quad \forall i
$$

where $F_i$ represents a fuzzy equivalence class belonging to $\mathbb{U}/\mathbb{P}$ and $\mu_{X}(x)$ represents the membership of $x$ in $X$. Note that although the universe of discourse in feature selection is finite, this is not the case in general, and hence the use of sup and inf. These definitions diverge a little from the crisp upper and lower approximations, as the memberships of individual objects to the approximations are not explicitly available. As a result of this, the fuzzy lower and upper approximations can be defined as [35]

$$
\mu_{\underline{\mathbb{P}}X}(x) = \sup_{F_i \in \mathbb{U}/\mathbb{P}} \min\{\mu_{Fi}(x), \mu_{\underline{\mathbb{P}}X}(F_i)\},
$$

$$
\mu_{\overline{\mathbb{P}}X}(x) = \sup_{F_i \in \mathbb{U}/\mathbb{P}} \min\{\mu_{Fi}(x), \mu_{\overline{\mathbb{P}}X}(F_i)\}.
$$
The tuple \(<P_X, \overline{P}_X>\) is called a fuzzy-rough set. This definition degenerates to traditional rough sets when all equivalence classes are crisp. The membership of an object \(x \in U\), belonging to the fuzzy positive region is
\[
\mu_{POS_C}(\overline{D})(x) = \sup_{X \subseteq U/\overline{D}} \mu_{C/X}(x),
\]
where \(A = C \cup D\). Using the definition of the fuzzy positive region, the dependency function can be defined as follows [35]:
\[
\gamma_C(D) = \frac{|\mu_{POS_C}(\overline{D})(x)|}{|U|} = \frac{1}{|U|} \sum_{x \in U} \mu_{POS_C}(\overline{D})(x).
\]

5.3 INFORMATION MEASURE ON FUZZY APPROXIMATION SPACES

Knowledge is thought to be the discernibility power of the attributes in the framework of rough set methodology. An attribute set forms an equivalence relation, and correspondingly generates a partition of the universe and a family of concepts. The quantity of knowledge measures the fineness degree of the partition. The finer the partition is, the more knowledge about the universe we have, and accordingly a finer approximation we will have. In this section, Shannon’s information measure [51] is presented to compute the knowledge quantity of a fuzzy attribute set or a fuzzy partition of \(U\).

Shannon’s information entropy [51] just works in the case where a crisp equivalence relation or a crisp partition is defined. That is, it is suitable for Pawlak’s approximation space [16]. In this section, a formula to compute Shannon’s entropy with an FEPM is presented, which can be used to compute the information measures on fuzzy approximation spaces [13].

5.3.1 Fuzzy Equivalence Partition Matrix and Entropy

Given a finite set \(U\), \(A\) is a fuzzy attribute set in \(U\), which generates a fuzzy equivalence partition on \(U\). If \(c\) denotes the number of fuzzy equivalence classes generated by the fuzzy equivalence relation and \(n\) is the number of objects in \(U\), then \(c\)-partitions of \(U\) are the sets of \((cn)\) values \(\{m^A_{ij}\}\) that can be conveniently arrayed as a \((c \times n)\) matrix \(M^A = [m^A_{ij}]\). The matrix \(M^A\) is termed as the fuzzy equivalence partition matrix and is denoted by
\[
M^A = \begin{pmatrix}
m^A_{11} & m^A_{12} & \cdots & m^A_{1n} \\
m^A_{21} & m^A_{22} & \cdots & m^A_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
m^A_{c1} & m^A_{c2} & \cdots & m^A_{cn}
\end{pmatrix}
\]
subject to $\sum_{i=1}^{c} m_{ij}^k = 1, \forall j$, and for any value of $i$, if

$$k = \arg \max_{j} \{m_{ij}^k\}, \text{ then } \max_{j} \{m_{ij}^{k_l}\} = \max_{l} \{m_{il}^{k_l}\} > 0,$$

where $m_{ij}^k \in [0, 1]$ represents the membership of object $x_j$ in the $i$th fuzzy equivalence partition or class $F_i$. The above axioms should hold for every fuzzy equivalence partition, which correspond to the requirement that an equivalence class is nonempty. Obviously, this definition degenerates to the normal definition of equivalence classes when the equivalence relation is nonfuzzy.

Using the concept of FEPM, the dependency between a condition attribute set $C$ and a decision attribute set $D$ can be redefined as follows:

$$\gamma_C(D) = \frac{1}{n} \sum_{j=1}^{n} \kappa_j, \quad (5.8)$$

where $C \cup D = \mathbb{A}$ and

$$\kappa_j = \sup_{k} \{\sup_{i} \{\min_{j} \{m_{ij}^{C}, \inf_{l} \{\max_{j} \{1 - m_{ij}^{C}, m_{kl}^{D}\}\}\}\}\}. \quad (5.9)$$

A $c \times n$ FEPM $M_{\mathbb{A}}$ represents the $c$-fuzzy equivalence partitions of the universe generated by a fuzzy equivalence relation. Each row of the matrix $M_{\mathbb{A}}$ is a fuzzy equivalence partition or class. The $i$th fuzzy equivalence partition is, therefore, given by

$$F_i = \{m_{i1}^k/x_1 + m_{i2}^k/x_2 + \cdots + m_{in}^k/x_n\}. \quad (5.10)$$

As to a fuzzy partition induced by a fuzzy equivalence relation, the equivalence class is a fuzzy set. "+$\cup$" means the operator of union in this case. The cardinality of the fuzzy set $F_i$ can be calculated with

$$|F_i| = \sum_{j=1}^{n} m_{ij}^k, \quad (5.11)$$

which appears to be a natural generalization of the crisp set. The information quantity of a fuzzy attribute set $\mathbb{A}$ or fuzzy equivalence partition is then defined as

$$H(\mathbb{A}) = -\sum_{i=1}^{c} \lambda_{F_i} \log \lambda_{F_i}, \quad (5.12)$$

where $\lambda_{F_i} = |F_i|/n$, called a fuzzy relative frequency and $c$ is the number of fuzzy equivalence partitions or classes. The measure $H(\mathbb{A})$ has the same form as
Shannon’s entropy \([51]\). The information quantity or the entropy value increases monotonously with the discernibility power of the fuzzy attributes. Combining Equations (5.11) and (5.12), the form of Shannon’s entropy, in terms of FEMP, on fuzzy approximation spaces is given by

\[
H(\hat{A}) = - \sum_{i=1}^{c} \left[ \frac{1}{n} \sum_{k=1}^{n} m^A_{ik} \right] \log \left[ \frac{1}{n} \sum_{k=1}^{n} m^A_{ik} \right].
\]  
(5.13)

5.3.2 Mutual Information

Given \(< U, A >\), \(P\) and \(Q\) are two subsets of \(A\). The information quantity corresponding to \(P\) and \(Q\) are given by

\[
H(P) = - \sum_{i=1}^{p} \lambda_{P_i} \log \lambda_{P_i},
\]  
(5.14)

\[
H(Q) = - \sum_{j=1}^{q} \lambda_{Q_j} \log \lambda_{Q_j},
\]  
(5.15)

where \(p\) and \(q\) are the number of fuzzy equivalence partitions or classes generated by the fuzzy attribute sets \(P\) and \(Q\), respectively, and \(P_i\) and \(Q_j\) represent the corresponding \(i\)th and \(j\)th fuzzy equivalence partitions. The joint entropy of \(P\) and \(Q\) can be defined as follows:

\[
H(PQ) = - \sum_{k=1}^{r} \lambda_{R_k} \log \lambda_{R_k},
\]  
(5.16)

where \(r\) is the number of resultant fuzzy equivalence partitions, \(R_k\) is the corresponding \(k\)th equivalence partition, and \(\lambda_{R_k}\) is the joint frequency of \(P_i\) and \(Q_j\), which is given by

\[
\lambda_{R_k} = \lambda_{P_iQ_j} = \frac{|P_i \cap Q_j|}{n}, \text{ where } k = (i-1)q + j.
\]  
(5.17)

Hence, the joint frequency \(\lambda_{R_k}\) can be calculated from the \(r \times n\) FEMP \(\mathbb{M}_{PQ}\), where

\[
\mathbb{M}_{PQ} = \mathbb{M}_P \cap \mathbb{M}_Q \text{ and } m^P_{kl} = m^Q_{kl} = m^P_{ij} \cap m^Q_{ij}.
\]  
(5.18)

Similarly, the conditional entropy of \(P\) conditioned to \(Q\) is defined as

\[
H(P|Q) = - \sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} \log \left( \frac{|P_i \cap Q_j|}{|Q_j|} \right)
\]  
(5.19)
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\[
= - \sum_{i=1}^{p} \sum_{j=1}^{q} \left\{ \frac{|P_i \cap Q_j|}{n} \log \frac{|P_i \cap Q_j|}{n} - \frac{|P_i \cap Q_j|}{n} \log \frac{|Q_j|}{n} \right\}
\]

\[
= - \left\{ \sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} \log \frac{|P_i \cap Q_j|}{n} - \sum_{j=1}^{q} \frac{|Q_j|}{n} \log \frac{|Q_j|}{n} \right\}.
\]

That is, the conditional entropy of \(P\) conditioned to \(Q\) is

\[
H(P|Q) = - \sum_{k=1}^{r} \lambda_{R_k} \log \lambda_{R_k} + \sum_{j=1}^{q} \lambda_{Q_j} \log \lambda_{Q_j}, \tag{5.20}
\]

where

\[
\sum_{i=1}^{p} \sum_{j=1}^{q} \frac{|P_i \cap Q_j|}{n} = \sum_{j=1}^{q} \frac{|Q_j|}{n} \quad \text{and} \quad \lambda_{Q_j} = \frac{|Q_j|}{n}.
\]

Thus,

\[
H(P|Q) = H(PQ) - H(Q). \tag{5.21}
\]

Hence, the mutual information between two fuzzy attribute sets \(P\) and \(Q\) is given by

\[
I(PQ) = H(P) - H(P|Q) = H(P) + H(Q) - H(PQ). \tag{5.22}
\]

Combining Equations (5.11), (5.18), and (5.22), the mutual information between two fuzzy attribute sets \(P\) and \(Q\), in terms of FEPM, can be represented as

\[
I(P, Q) = - \sum_{i=1}^{p} \left[ \frac{1}{n} \sum_{k=1}^{m_{ik}^P} \log \left\{ \frac{1}{n} \sum_{k=1}^{m_{ik}^P} \right\} \right] \\
- \sum_{j=1}^{q} \left[ \frac{1}{n} \sum_{k=1}^{m_{jk}^Q} \log \left\{ \frac{1}{n} \sum_{k=1}^{m_{jk}^Q} \right\} \right] \\
+ \sum_{i=1}^{p} \sum_{j=1}^{q} \left[ \frac{1}{n} \sum_{k=1}^{m_{ik}^P \cap m_{jk}^Q} \log \left\{ \frac{1}{n} \sum_{k=1}^{m_{ik}^P \cap m_{jk}^Q} \right\} \right]. \tag{5.23}
\]

The mutual information \(I(PQ)\) between two fuzzy attribute sets \(P\) and \(Q\) quantifies the information shared by both of them. If \(P\) and \(Q\) do not share much information, the value of \(I(PQ)\) between them is small. While two highly nonlinearly correlated attribute sets will demonstrate a high mutual information value. The attribute sets can be both the condition attributes and the decision
attributes in this study. The necessity for a fuzzy condition attribute to be an independent and informative feature can, therefore, be determined by the shared information between this attribute and the rest as well as the shared information between this attribute and the decision attribute or class labels.

5.4 $f$-INFORMATION AND FUZZY APPROXIMATION SPACES

The extent to which two probability distributions differ can be expressed by a so-called measure of divergence. Such a measure will reach a minimum value when the two probability distributions are identical and the value increases with the increasing disparity between the two distributions. A specific class of divergence measures is the set of $f$-divergence measures [11]. For two discrete probability distributions $P = \{p_i | i = 1, 2, \ldots, n\}$ and $Q = \{q_i | i = 1, 2, \ldots, n\}$, the $f$-divergence is defined as

$$f(P \| Q) = \sum_i q_i f\left(\frac{p_i}{q_i}\right).$$  \hspace{1cm} (5.24)

A special case of $f$-divergence measures are the $f$-information measures. These are defined similar to $f$-divergence measures, but apply only to specific probability distributions, namely, the joint probability of two variables and their marginal probabilities’ product. Thus, the $f$-information is a measure of dependence: it measures the distance between a given joint probability and the joint probability when the variables are independent [11, 12].

The frequently used functions that can be used to form $f$-information measures include $V$-information, $I_\alpha$-information, $M_\alpha$-information, and $\chi^\alpha$-information. On the other hand, the Hellinger integral and Renyi’s distance measures do not fall in the class of $f$-divergence measures as they do not satisfy the definition of $f$-divergence. However, they are divergence measures in the sense that they measure the distance between two distributions and they are directly related to $f$-divergence.

In this section, different $f$-information measures are reported for fuzzy approximation spaces based on the concept of fuzzy relative frequency. The $f$-information measures in fuzzy approximation spaces calculate the distance between a given joint frequency $\lambda_{P_i Q_j} (= \lambda_{P_i} \lambda_{Q_j})$ and the joint frequency when the variables are independent $(\lambda_{P_i} \lambda_{Q_j})$. In the following analysis, it is assumed that all frequency distributions are complete, that is, $\sum \lambda_{P_i} = \sum \lambda_{Q_j} = \sum \lambda_{P_i Q_j} = 1$.

5.4.1 $V$-Information

On fuzzy approximation spaces, one of the simplest measures of dependence can be obtained using the function $V = |x - 1|$, which results in the $V$-information

$$V(R \| P \times Q) = \sum_{i,j,k} |\lambda_{R_k} - \lambda_{P_i} \lambda_{Q_j}|,$$  \hspace{1cm} (5.25)
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where $P = \{\lambda_{P_i} | i = 1, 2, \ldots, p\}$, $Q = \{\lambda_{Q_j} | j = 1, 2, \ldots, q\}$, and $R = \{\lambda_{R_k} | k = 1, 2, \ldots, r\}$ represent two marginal frequency distributions and their joint frequency distribution, respectively. That is, the $V$-information calculates the absolute distance between the joint frequency of two fuzzy variables and the product of their marginal frequencies.

Combining Equations (5.11), (5.18), and (5.25), the $V$-information between two fuzzy attribute sets $P$ and $Q$, in terms of FEPM, can be represented by

$$V(P, Q) = \sum_{i=1}^{p} \sum_{j=1}^{q} \left| \frac{1}{n_p} \sum_{k=1}^{n} (m_{ik} \cap m_{jk}^Q) - \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{j=1}^{n} m_{jk}^Q \right|. \quad (5.26)$$

5.4.2 $I_\alpha$-Information

$I_\alpha$-information can be defined as follows:

$$I_\alpha(R||P \times Q) = \frac{1}{\alpha(\alpha - 1)} \left( \sum_{i,j,k} (\lambda_{R_k})^{\alpha} (\lambda_{P_i} \lambda_{Q_j})^{1-\alpha} - 1 \right) \quad (5.27)$$

for $\alpha \neq 0, \alpha \neq 1$. Similar to the approach reported in Plum et al. [12], it can be proved that the class of $I_\alpha$-information includes mutual information, which equals $I_\alpha$ for the limit $\alpha \rightarrow 1$, that is,

$$I_1(R||P \times Q) = \lim_{\alpha \rightarrow 1} I_\alpha(R||P \times Q)$$

$$= \lim_{\alpha \rightarrow 1} \frac{1}{\alpha(\alpha - 1)} \left( \sum_{i,j,k} (\lambda_{R_k})^{\alpha} (\lambda_{P_i} \lambda_{Q_j})^{1-\alpha} - 1 \right)$$

$$= \lim_{\alpha \rightarrow 1} \frac{1}{(2\alpha - 1)} \left\{ \sum_{i,j,k} (\lambda_{R_k})^{\alpha} (\lambda_{P_i} \lambda_{Q_j})^{1-\alpha} \log \lambda_{R_k} - \sum_{i,j,k} (\lambda_{R_k})^{\alpha} (\lambda_{P_i} \lambda_{Q_j})^{1-\alpha} \log \lambda_{P_i} \lambda_{Q_j} \right\}$$

that is,

$$I_1(R||P \times Q) = \sum_{i,j,k} \lambda_{R_k} \log \left( \frac{\lambda_{R_k}}{\lambda_{P_i} \lambda_{Q_j}} \right) \quad (5.28)$$

using l’Hospital’s rule in the second step: if both $\lim_{\alpha \rightarrow 0} f(x)$ and $\lim_{\alpha \rightarrow 1} g(x)$ equal zero, $\lim_{\alpha \rightarrow 1} (f(x)/g(x)) = \lim_{\alpha \rightarrow 1} (f'(x)/g'(x))$. 

Combining Equations (5.11), (5.18), and (5.27), the $I_\alpha$-information between two fuzzy attribute sets $P$ and $Q$, in terms of FEPM, can be represented by

$$I_\alpha(P, Q) = \frac{1}{\alpha(\alpha - 1)} \left( \sum_{i=1}^{p} \sum_{j=1}^{q} \left[ \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{k=1}^{n} m_{jk}^Q \right]^{\alpha - 1} - 1 \right).$$  

(5.29)

### 5.4.3 $M_\alpha$-Information

The $M_\alpha$-information, defined by Matusita [11, 12], is as follows:

$$M_\alpha(x) = |x^\alpha - 1|^{1/\alpha}, \quad 0 < \alpha \leq 1. \quad (5.30)$$

When applying this function in the definition of an $f$-information measure on fuzzy approximation spaces, the resulting $M_\alpha$-information measures are

$$M_\alpha(R || P \times Q) = \sum_{i,j,k} |(\lambda_{R_k})^\alpha - (\lambda_{P_i} \lambda_{Q_j})^\alpha|^{\frac{1}{\alpha}} \quad (5.31)$$

for $0 < \alpha \leq 1$. These constitute a generalized version of $V$-information. That is, the $M_\alpha$-information is identical to the $V$-information for $\alpha = 1$.

Combining Equations (5.11), (5.18), and (5.31), the $M_\alpha$-information between two fuzzy attribute sets $P$ and $Q$, in terms of FEPM, can be represented by

$$M_\alpha(P, Q) = \sum_{i=1}^{p} \sum_{j=1}^{q} \left[ \left( \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{k=1}^{n} m_{jk}^Q \right)^{\alpha - 1} - 1 \right].$$  

(5.32)

### 5.4.4 $\chi^\alpha$-Information

The class of $\chi^\alpha$-information measures, proposed by Liese [11, 12], is as follows:

$$\chi^\alpha(x) = \begin{cases} 
|1 - x^\alpha|^{1/\alpha} & \text{for } 0 < \alpha \leq 1 \\
|1 - x|^\alpha & \text{for } \alpha > 1.
\end{cases} \quad (5.33)$$

For $0 < \alpha \leq 1$, this function equals to the $M_\alpha$-function. The $\chi^\alpha$- and $M_\alpha$-information measures are, therefore, also identical for $0 < \alpha \leq 1$. For $\alpha > 1$, $\chi^\alpha$-information can be written as

$$\chi^\alpha(R || P \times Q) = \sum_{i,j,k} \frac{|\lambda_{R_k} - \lambda_{P_i} \lambda_{Q_j}|^\alpha}{(\lambda_{P_i} \lambda_{Q_j})^{\alpha - 1}}. \quad (5.34)$$
Combining Equations (5.11), (5.18), and (5.34), the $\chi^\alpha$-information between two fuzzy attribute sets $P$ and $Q$, in terms of FEPM, can be represented by

$$
\chi^\alpha(P, Q) = \sum_{i=1}^{p} \sum_{j=1}^{q} \left( \frac{1}{n} \sum_{k=1}^{n} (m_{ik}^P \cap m_{jk}^Q) - \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{k=1}^{n} m_{jk}^Q \right)^{\frac{\alpha}{n}} \left( \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{k=1}^{n} m_{jk}^Q \right)^{\frac{\alpha}{n} - 1}.
$$

(5.35)

### 5.4.5 Hellinger Integral

On fuzzy approximation spaces, the Hellinger integral of order $\alpha$ [11, 12] is defined as

$$
H_\alpha(R \| P \times Q) = 1 + \alpha(\alpha - 1)I_\alpha(R \| P \times Q)
$$

for $\alpha \neq 0, \alpha \neq 1$. That is, the Hellinger integral is directly related to the $I_\alpha$-divergence.

### 5.4.6 Renyi Distance

The Renyi distance, a measure of information of order $\alpha$ [11, 12], can be defined as

$$
R_\alpha(R \| P \times Q) = \frac{1}{\alpha - 1} \log \sum_{i,j,k} \left( \lambda_{R_k} \right)^\alpha \left( \lambda_{P_i} \lambda_{Q_j} \right)^{\frac{\alpha}{\alpha - 1}}
$$

for $\alpha \neq 0, \alpha \neq 1$. It reaches its minimum value when $\lambda_{R_k}$ and $\lambda_{P_i} \lambda_{Q_j}$ are identical, in which case the summation reduces to $\sum \lambda_{R_k}$. As we assume complete frequency distributions, the sum is 1 and the minimum value of the measure is, therefore, equal to zero. The limit of Renyi’s measure for $\alpha$ approaching 1 equals $I_1(R \| P \times Q)$, which is the mutual information.

Combining Equations (5.11), (5.18), and (5.37), the $R_\alpha$-information between two fuzzy attribute sets $P$ and $Q$, in terms of FEPM, can be represented by

$$
R_\alpha(P, Q) = \frac{1}{\alpha - 1} \log \left( \sum_{i=1}^{p} \sum_{j=1}^{q} \left( \frac{1}{n} \sum_{k=1}^{n} (m_{ik}^P \cap m_{jk}^Q) \right)^{\frac{\alpha}{n}} \left( \frac{1}{n^2} \sum_{k=1}^{n} m_{ik}^P \sum_{k=1}^{n} m_{jk}^Q \right)^{\frac{\alpha}{n} - 1} \right).
$$

(5.38)

The following relations hold between different information measures:

$$
M_{0.5}(R \| P \times Q) = \frac{1}{2}I_{0.5}(R \| P \times Q)
$$

$$
= 2[1 - H_{0.5}(R \| P \times Q)]
$$

$$
\chi^{2.0}(R \| P \times Q) = 2I_{2.0}(R \| P \times Q)
$$
In real data analysis, the data set may contain a number of redundant features with low relevance to the classes. The presence of such redundant and nonrelevant features leads to a reduction in the useful information. Ideally, the selected features should have high relevance with the classes, while the redundancy among them would be as low as possible. The features with high relevance are expected to be able to predict the classes of the samples. However, the prediction capability is reduced if many redundant features are selected. In contrast, a data set that contains features with high relevance not only with respect to the classes but also with low mutual redundancy is more effective in its prediction capability. Hence, to assess the effectiveness of the features, both relevance and redundancy need to be measured quantitatively. An information-measure-based criterion is chosen here to address this problem.

### 5.5 \(f\)-INFORMATION FOR FEATURE SELECTION

Let \( C = \{C_1, \ldots, C_i, \ldots, C_j, \ldots, C_D\} \) denote the set of condition attributes or features of a given data set and \( S \) be the set of selected features. Define \( \tilde{f}(C_i, D) \) as the relevance of the fuzzy condition attribute \( C_i \) with respect to the fuzzy decision attribute \( D \), while \( \tilde{f}(C_i, C_j) \) is the redundancy between two fuzzy condition attributes \( C_i \) and \( C_j \). The total relevance of all selected features is, therefore, given by

\[
J_{\text{relev}} = \sum_{C_i \in S} \tilde{f}(C_i, D), \tag{5.39}
\]

while the total redundancy among the selected features is

\[
J_{\text{reduan}} = \sum_{C_i, C_j \in S} \tilde{f}(C_i, C_j). \tag{5.40}
\]

Therefore, the problem of selecting a set \( S \) of nonredundant and relevant features from the whole set of condition features \( C \) is equivalent to maximizing \( J_{\text{relev}} \) and minimizing \( J_{\text{reduan}} \), that is, to maximize the objective function \( J \), where

\[
J = J_{\text{relev}} - \beta J_{\text{reduan}} = \sum_i \tilde{f}(C_i, D) - \beta \sum_{i,j} \tilde{f}(C_i, C_j), \tag{5.41}
\]
where $\beta$ is a weight parameter. To solve the above problem, a greedy algorithm proposed by Battiti [9] is followed, which is described as follows.

1. Initialize $C \leftarrow \{C_1, \ldots, C_i, \ldots, C_j, \ldots, C_D\}$ and $S \leftarrow \emptyset$.
2. Calculate the relevance $\tilde{f}(C_i, D)$ of each feature $C_i \in C$.
3. Select feature $C_i$ as the first feature that has highest relevance $\tilde{f}(C_i, D)$.
   In effect, $C_i \in S$ and $C = C \setminus C_i$.
4. Calculate the redundancy between selected features of $S$ and each of the remaining features of $C$.
5. From the remaining features of $C$, select feature $C_j$ that maximizes
   $$\tilde{f}(C_j, D) - \beta \frac{1}{|S|} \sum_{C_i \in S} \tilde{f}(C_i, C_j).$$
   As a result of that, $C_j \in S$ and $C = C \setminus C_j$.
6. Repeat the above two steps until the desired number of features are selected.

The relevance of a fuzzy condition attribute with respect to the fuzzy decision attribute and the redundancy between two fuzzy condition attributes can be calculated using any one of the $f$-information measures on fuzzy approximation spaces.

### 5.5.2 Computational Complexity

The $f$-information-measure-based feature selection method has low computational complexity with respect to both the number of features and the number of samples or objects of the original data set. Before computing the relevance or redundancy of a fuzzy condition attribute, the FEPM for each condition and decision attribute is to be generated. The computational complexity to generate a $(c \times n)$ FEPM is $O(cn)$, where $c$ represents the number of fuzzy equivalence partitions and $n$ is the total number of objects in the data set. However, two fuzzy equivalence partition matrices with size $(p \times n)$ and $(r \times n)$ have to be generated to compute the relevance of a fuzzy condition attribute with respect to the fuzzy decision attribute, where $p$ and $r$ represent the number of fuzzy equivalence partitions of fuzzy condition attribute and fuzzy decision attribute, respectively. Hence, the total time complexity to calculate the relevance of a fuzzy condition attribute using any one of the $f$-information measures is $O(pn) + O(rn) = O(prn)$. Similarly, the complexity in calculating the redundancy between two fuzzy condition attributes with $p$ and $q$ number of fuzzy equivalence partitions using any one of the $f$-information measures is $O(pqn)$. Hence, the overall time complexity to calculate both relevance and redundancy of a fuzzy condition attribute is $O(prn) + O(pqn) = O(n)$ as $p, q, r \ll n$. In effect, the selection of a set of $d$ nonredundant and relevant features from the whole set of $D$ features using the first-order incremental search method has an overall computational complexity of $O(ndD)$. 
5.5.3 Fuzzy Equivalence Classes

The family of normal fuzzy sets produced by a fuzzy partitioning of the universe of discourse can play the role of fuzzy equivalence classes [33]. In the current feature selection method, the $\pi$ function in the one-dimensional form is used to assign membership values to different fuzzy equivalence classes for the input features. A fuzzy set with membership function $\pi(x; \bar{c}, \sigma)$ [52] represents a set of points clustered around $\bar{c}$, where

$$\pi(x; \bar{c}, \sigma) = \begin{cases} 
2 \left(1 - \frac{||x - \bar{c}||}{\sigma}\right)^2 & \text{for } \frac{\sigma}{2} \leq ||x - \bar{c}|| \leq \sigma \\
1 - 2 \left(\frac{||x - \bar{c}||}{\sigma}\right)^2 & \text{for } 0 \leq ||x - \bar{c}|| \leq \frac{\sigma}{2} \\
0 & \text{otherwise}
\end{cases} \quad (5.42)$$

where $\sigma > 0$ is the radius of the $\pi$ function with $\bar{c}$ as the central point and $|| \cdot ||$ denotes the Euclidean norm. When the pattern $x$ lies at the central point $\bar{c}$ of a class, then $||x - \bar{c}|| = 0$ and its membership value is maximum, that is, $\pi(\bar{c}; \bar{c}, \sigma) = 1$. The membership value of a point decreases as its distance from the central point $\bar{c}$, that is, $||x - \bar{c}||$ increases. When $||x - \bar{c}|| = \left(\frac{\sigma}{2}\right)$, the membership value of $x$ is 0.5 and this is called a crossover point [52].

Each input real-valued feature in quantitative and/or linguistic form can be assigned to different fuzzy equivalence classes in terms of membership values using the $\pi$ fuzzy set with appropriate $\bar{c}$ and $\sigma$. The centers and radii of the $\pi$ functions along each feature axis are determined automatically from the distribution of the training patterns or objects. In this context, it should be noted that other functions can also be used in generating fuzzy equivalence classes of the input features [52–54].

5.5.3.1 Choice of Parameters of $\pi$ Function  The parameters $\bar{c}$ and $\sigma$ of each $\pi$ fuzzy set are computed according to the following procedure [52]. Let $\bar{m}_i$ be the mean of the objects $x = \{x_1, \ldots, x_j, \ldots, x_n\}$ along the $i$th feature $C_i$. Then $\bar{m}_{i_l}$ and $\bar{m}_{i_h}$ are defined as the means along the $i$th feature of the objects having coordinate values in the range $[C_{i_{\min}}, \bar{m}_i]$ and $[\bar{m}_i, C_{i_{\max}}]$, respectively, where $C_{i_{\max}}$ and $C_{i_{\min}}$ denote the upper and lower bounds of the dynamic range of feature $C_i$ for the training set. For the three linguistic property sets low, medium, and high, the centers and the corresponding radii are defined as follows:

$$\bar{c}_{\text{low}}(C_i) = \bar{m}_{i_l}$$
$$\bar{c}_{\text{medium}}(C_i) = \bar{m}_i$$
$$\bar{c}_{\text{high}}(C_i) = \bar{m}_{i_h} \quad (5.43)$$
\[ \sigma_{\text{low}}(C_i) = 2(\bar{\tau}_{\text{medium}}(C_i) - \tau_{\text{low}}(C_i)) \]
\[ \sigma_{\text{high}}(C_i) = 2(\tau_{\text{high}}(C_i) - \bar{\tau}_{\text{medium}}(C_i)) \]
\[ \sigma_{\text{medium}}(C_i) = \eta \times \frac{A}{B} \]

where

\[ A = \{ \sigma_{\text{low}}(C_i)(C_{i_{\text{max}}} - c_{\text{medium}}(C_i)) + \sigma_{\text{high}}(C_i)(c_{\text{medium}}(C_i) - C_{i_{\text{min}}}) \} \]
\[ (5.45) \]

and

\[ B = \{ C_{i_{\text{max}}} - C_{i_{\text{min}}} \}. \]
\[ (5.46) \]

where \( \eta \) is a multiplicative parameter controlling the extent of the overlapping. The distribution of the patterns or objects along each feature axis is taken into account while computing the corresponding centers and radii of the linguistic properties. Also, the amount of overlap between the three linguistic properties can be different along the different axis, depending on the distribution of the objects or patterns.

### 5.5.3.2 Fuzzy Equivalence Partition Matrix

The \( c \times n \) FEPM \( \mathcal{M}_{C_i} \), corresponding to the \( i \)th feature \( C_i \), can be calculated from the \( c \)-fuzzy equivalence classes of the objects \( x = \{ x_1, \ldots, x_j, \ldots, x_n \} \), where

\[ m_{kj}^{C_i} = \frac{\pi(x_j; \bar{\tau}_k, \sigma_k)}{\sum_{l=1}^{c} \pi(x_j; \bar{\tau}_l, \sigma_l)}. \]
\[ (5.47) \]

Corresponding to three fuzzy sets low, medium, and high \((c = 3)\), the following relations hold:

\[ \bar{\tau}_1 = \tau_{\text{low}}(C_i); \bar{\tau}_2 = \tau_{\text{medium}}; \bar{\tau}_3 = \tau_{\text{high}}(C_i) \]
\[ \sigma_1 = \sigma_{\text{low}}(C_i); \sigma_2 = \sigma_{\text{medium}}(C_i); \sigma_3 = \sigma_{\text{high}}(C_i). \]

In effect, each position \( m_{kj}^{C_i} \) of the FEPM \( \mathcal{M}_{C_i} \) must satisfy the following conditions:

\[ m_{kj}^{C_i} \in [0, 1]; \sum_{k=1}^{c} m_{kj}^{C_i} = 1, \forall j \text{ and for any value of } k, \text{ if } \]
\[ s = \arg \max_j \{ m_{kj}^{C_i} \}, \text{ then } \max_j \{ m_{kj}^{C_i} \} = \max_l \{ m_{ljs}^{C_i} \} > 0. \]
5.6 QUANTITATIVE MEASURES

In this section, two new quantitative indices are presented, along with some existing indices, to evaluate the performance of different feature selection methods. Two new indices are based on the concept of fuzzy-rough sets.

5.6.1 Fuzzy-Rough-Set-Based Quantitative Indices

Using the definition of fuzzy positive region, two indices, namely, \textit{RELEV} and \textit{REDUN} index, are reported next for evaluating quantitatively the quality of selected features.

5.6.1.1 \textbf{RELEV Index}  
The \textit{RELEV} index is defined as

\[
\text{RELEV} = \frac{1}{|S|} \sum_{C \in S} \gamma_{C_i}(D),
\]

where \(\gamma_{C_i}(D)\) represents the degree of dependency of the decision attribute \(D\) on the condition attribute \(C_i\), which can be calculated using Equation (5.8). That is, \textit{RELEV} index is the average relevance of all selected features. A good feature selection algorithm should make all selected features as relevant as possible. The \textit{RELEV} index increases with the increase in relevance of each selected feature. Therefore, for a given data set and number of selected features, the higher the relevance of each selected feature, the higher would be the \textit{RELEV} index value.

5.6.1.2 \textbf{REDUN Index}  
It can be defined as

\[
\text{REDUN} = \frac{1}{2|S|(|S| - 1)} \sum_{C_i, C_j} \{\gamma_{C_i}(C_j) + \gamma_{C_j}(C_i)\},
\]

where \(\gamma_{C_i}(C_j)\) represents the degree of dependency of the condition attribute \(C_j\) on another condition attribute \(C_i\). The \textit{REDUN} index calculates the amount of redundancy among the selected features. A good feature selection algorithm should make the redundancy between all selected features as low as possible. The \textit{REDUN} index minimizes the redundancy between the selected features.

5.6.2 Existing Feature Evaluation Indices

Some existing indices that are considered for evaluating the effectiveness of the selected feature subsets are described next. While the first three indices, namely, class separability [1], K-NN classification error [55], and C4.5 classification error [6], do need class information of the samples, the remaining two, namely, entropy [45] and representation entropy [1], do not. The class separability, K-NN, and C4.5 classification error measure the effectiveness of the feature subsets for classification. The entropy evaluates the clustering performance of the feature subsets,
while the representation entropy measures the amount of redundancy present in the feature subset. However, the K-NN classifier is briefly described in Chapter 4. The value of K, chosen for the K-NN, is the square root of the number of samples in the training set.

5.6.2.1 Class Separability The class separability index $S$ of a data set is defined as \[ S = \text{trace}(S_b^{-1}S_w), \] (5.50)

where $S_w$ and $S_b$ represent the within-class and between-class scatter matrix, respectively, and are defined as follows:

\[ S_w = \sum_{j=1}^{C} p_j E\{(X - \mu_j)(X - \mu_j)^T | w_j\} = \sum_{j=1}^{C} p_j \Sigma_j \]  
(5.51)

\[ S_b = \sum_{j=1}^{C} (\mu_j - \mu_0)(\mu_j - \mu_0)^T, \quad \text{where} \quad \mu_0 = \sum_{j=1}^{C} p_j \mu_j, \]  
(5.52)

where $C$ is the number of classes, $p_j$ is a priori probability that a pattern belongs to class $w_j$, $X$ is a feature vector, $\mu_0$ is the sample mean vector for the entire data points, $\mu_j$ is the sample mean vector of class $w_j$, $\Sigma_j$ is the sample covariance matrix of class $w_j$, and $E\{\cdot\}$ is the expectation operator. A lower value of the separability criteria ensures that the classes are well separated by their scatter means.

5.6.2.2 C4.5 Classification Error The C4.5 [6] is a popular decision-tree-based classification algorithm. It is used for evaluating the effectiveness of a reduced feature set for classification. The selected feature set is fed to the C4.5 for building classification models. The C4.5 is used here because it performs feature selection in the process of training and the classification models it builds are represented in the form of decision trees, which can be further examined.

5.6.2.3 Entropy Let the distance between two data points $x_i$ and $x_j$ be

\[ D_{ij} = \left[ \sum_{k=1}^{d} \left( \frac{x_{ik} - x_{jk}}{\max_k - \min_k} \right)^2 \right]^{1/2}, \]  
(5.53)

where $x_{ik}$ denotes feature value for $x_i$ along the $k$th direction, and $\max_k$, $\min_k$ are the maximum and minimum values computed over all the samples along the $k$th axis, and $d$ is the number of selected features. The similarity between $x_i$ and $x_j$ is given by $\text{sim}(i, j) = e^{-\alpha D_{ij}}$, where $\alpha$ is a positive constant. A possible value of $\alpha$ is $-\ln 0.5/\bar{D}$. $\bar{D}$ is the average distance between data points computed over the entire data set. Entropy is then defined as \[ ]
\[ E = - \sum_{i=1}^{n} \sum_{j=1}^{n} (\text{sim}(i, j) \times \log(\text{sim}(i, j)) \]
\[ + (1 - \text{sim}(i, j)) \times \log(1 - \text{sim}(i, j)). \quad (5.54) \]

If the data is uniformly distributed in the feature space, entropy is maximum. When the data has well-formed clusters, uncertainty is low and so is entropy.

5.6.2.4 Representation Entropy  Let the eigenvalues of the \( d \times d \) covariance matrix of a feature set of size \( d \) be \( \lambda_j, j = 1, \ldots, d \). Let

\[ \tilde{\lambda}_j = \frac{\lambda_j}{\sum_{j=1}^{d} \lambda_j}. \quad (5.55) \]

\( \tilde{\lambda}_j \) has similar properties such as probability, namely, \( 0 \leq \tilde{\lambda}_j \leq 1 \) and \( \sum_{j=1}^{d} \tilde{\lambda}_j = 1 \). Hence, an entropy function can be defined as [1]

\[ H_R = - \sum_{j=1}^{d} \tilde{\lambda}_j \log \tilde{\lambda}_j. \quad (5.56) \]

The function \( H_R \) attains a minimum value zero when all the eigenvalues except one are zero or, in other words, when all the information is present along a single coordinate direction. If all the eigenvalues are equal, that is, information is equally distributed among all the features, \( H_R \) is maximum and so is the uncertainty involved in feature reduction. The above measure is known as representation entropy. It is a property of the data set as represented by a particular set of features, and is a measure of the amount of information compression possible by dimensionality reduction. This is equivalent to the amount of redundancy present in that particular representation of the data set. Since the current feature selection method takes into account the redundancy among the selected features, it is expected that the reduced feature set attains a high value of representation entropy.

5.7 EXPERIMENTAL RESULTS

The performance of the FEPM -based feature selection method is extensively studied. On the basis of the argumentation given in Section 5.4, the following information measures are chosen for inclusion in the study:

- MI: mutual information;
- VI: V-information;
- \( I_{\alpha} \): for \( \alpha \neq 0, \alpha \neq 1 \);
- \( M_{\alpha} \): for \( 0 < \alpha \leq 1 \);
- \( \chi^{\alpha} \): for \( \alpha > 1 \);
- \( R_{\alpha} \): for \( \alpha \neq 0, \alpha \neq 1 \);
- C: fuzzy approximation;
- D: crisp approximation.
FUZZY-ROUGH FEATURE SELECTION USING $f$-INFORMATION MEASURES

These measures are applied to calculate both relevance and redundancy of the features. The values of $\alpha$ investigated are 0.2, 0.5, 0.8, 1.5, 2.0, 3.0, 4.0, and 5.0. The values close to 1.0 are excluded, either because the measures resemble mutual information for such values ($I_\alpha, R_\alpha$) or because they resemble another measure ($M_1$ and $\chi^2$ equal V1). The performance of the FEPM-based feature selection method is also compared with that of the popular QR algorithm, both in fuzzy [35] (fuzzy-rough QR) and crisp [21] (rough QR) approximation spaces. All the algorithms are implemented in C language and run in LINUX environment having machine configuration Pentium IV, 3.2 GHz, 1 MB cache, and 1 GB RAM.

To analyze the performance of different feature selection methods, the experimentation is done on some benchmark real-life data sets. The major metrics for evaluating the performance of different algorithms are the indices reported in Section 5.6 such as \textit{RELEV} index, \textit{REDUN} index, class separability [1], K-NN [55] and C4.5 classification error [6], entropy [45], and representation entropy [1].

5.7.1 Description of Data Sets

This section reports the brief description of some benchmark data sets. All the data sets are downloaded from \texttt{http://www.ics.uci.edu/~mlearn}.

5.7.1.1 Iris Data Set  It is a four-dimensional data set containing 50 samples each of three types of iris flowers. One of the three clusters (class 1) is well separated from the other two, while classes 2 and 3 have some overlap.

5.7.1.2 E. coli Database  It is a seven-dimensional data set with eight classes related to the localization site of protein. The number of samples is 336.

5.7.1.3 Wine Recognition Database  It is a 13-dimensional data set with three classes. The number of instances per class are 59, 71, and 48, respectively. These data are the result of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of three wines.

5.7.1.4 Letter Database  It is a 16-dimensional data set with 26 classes related to the 26 capital letters of the English alphabet. The data set contains 20,000 examples: 15,000 training and 5000 testing, which are produced from the images of 20 different fonts. For each image, 16 numerical attributes are calculated using edge counts and measures of statistical moments.

5.7.1.5 Ionosphere Database  It represents autocorrelation functions of radar measurements. The task is to classify them into two classes denoting passage or obstruction in the ionosphere. There are 351 instances with 34 continuous-valued attributes.
5.7.1.6 Satimage Database  The original Landsat data for this database is generated from data purchased from NASA by the Australian Centre for Remote Sensing, and used for research at the University of New South Wales. The sample database is generated taking a small section of 82 rows and 100 columns from the original data. The database is a tiny subarea of a scene, consisting of 82 $\times$ 100 pixels, each pixel covering an area on the ground of approximately 80 $\times$ 80 m. The information given for each pixel consists of the class value and the intensities in four spectral bands (from the green, red, and infrared regions of the spectrum). The data set contains 6435 examples: 4435 training and 2000 testing, with 36 real-valued attributes and 6 classes.

5.7.1.7 Isolet  It consists of several spectral coefficients of utterances of English alphabets by 150 subjects. There are 617 real-valued features with 7797 instances and 26 classes.

To compute the classification error of both K-NN rule and C4.5-based decision tree algorithm, both leave-one-out cross-validation (LOOCV) and training-testing are performed. The LOOCV is performed on E. coli, Wine, Isolet, and Ionosphere data, whereas the training-testing is done on Letter and Satimage data.

5.7.2 Illustrative Example

Consider the four-dimensional data set iris with 150 samples. The parameters generated in the FEPM-based feature selection method and the relevance of each feature are shown next, as an example. The values of input parameters used are also presented here. The mutual information is chosen to calculate the relevance and redundancy of the features.

Number of samples or objects, $n = 150$
Number of dimensions or features, $D = 4$
Value of weight parameter, $\beta = 0.5$
Value of multiplicative parameter, $\eta = 1.5$

Feature 1:
\[
\bar{c}_{\text{low}} = 0.2496; \bar{c}_{\text{medium}} = 0.4287; \bar{c}_{\text{high}} = 0.6333 \\
\sigma_{\text{low}} = 0.3581; \sigma_{\text{medium}} = 0.5701; \sigma_{\text{high}} = 0.4093
\]
Feature 2:
\[
\bar{c}_{\text{low}} = 0.3138; \bar{c}_{\text{medium}} = 0.4392; \bar{c}_{\text{high}} = 0.5945 \\
\sigma_{\text{low}} = 0.2508; \sigma_{\text{medium}} = 0.4157; \sigma_{\text{high}} = 0.3107
\]
Feature 3:
\[
\bar{c}_{\text{low}} = 0.1192; \bar{c}_{\text{medium}} = 0.4676; \bar{c}_{\text{high}} = 0.6811 \\
\sigma_{\text{low}} = 0.6967; \sigma_{\text{medium}} = 0.8559; \sigma_{\text{high}} = 0.4269
\]
Feature 4:
\[
\bar{c}_{\text{low}} = 0.1146; \bar{c}_{\text{medium}} = 0.4578; \bar{c}_{\text{high}} = 0.6866 \\
\sigma_{\text{low}} = 0.6864; \sigma_{\text{medium}} = 0.8725; \sigma_{\text{high}} = 0.4576
\]
Relevance of each feature:
Feature 1 : 0.2669; Feature 2 : 0.1488
Feature 3 : 0.3793; Feature 4 : 0.3739

In the FEPM-based feature selection method, Feature 3 will be selected first as it has the highest relevance value. After selecting Feature 3, the redundancy and the objective function of each feature are calculated and are given next.

Redundancy of each feature:
Feature 1: 0.1295; Feature 2: 0.0572; Feature 4: 0.1522

Value of objective function:
Feature 1: 0.2021; Feature 2: 0.1202; Feature 4: 0.2978

On the basis of the value of the objective function, Feature 4 will be selected next as the second feature. The values of different quantitative indices for these two features (Features 3 and 4) are reported next, along with that for whole feature sets.

<table>
<thead>
<tr>
<th>Measures/Features</th>
<th>3 and 4</th>
<th>1 to 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification error C4.5</td>
<td>2.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>Class separability S</td>
<td>0.0909</td>
<td>0.2343</td>
</tr>
<tr>
<td>Entropy E</td>
<td>0.6904</td>
<td>0.7555</td>
</tr>
<tr>
<td>Representation Entropy $H_R$</td>
<td>0.9973</td>
<td>0.8785</td>
</tr>
<tr>
<td>RELIEF Index</td>
<td>0.5126</td>
<td>0.4407</td>
</tr>
<tr>
<td>REDUND Index</td>
<td>0.4149</td>
<td>0.4440</td>
</tr>
</tbody>
</table>

The results reported above establish the fact that the FEPM-based feature selection method selects the most significant features from the whole feature sets by maximizing the relevance and minimizing the redundancy of the selected features.

5.7.3 Effectiveness of the FEPM-Based Method

To better understand the effectiveness of the FEPM-based feature selection method using $f$-information measures in fuzzy approximation spaces, extensive experimental results are reported in Tables 5.1 and 5.2 for different data sets. Subsequent discussions analyze the results with respect to the classification error obtained using the C4.5.

Tables 5.1 and 5.2 report the classification error of the C4.5 for mutual-information-based feature selection method both in fuzzy and crisp approximation spaces. Results are presented for different values of the number of selected features $d$, weight parameter $\beta$, and multiplicative parameter $\eta$. All the results reported here confirm that the mutual-information-based feature selection method is more effective in fuzzy approximation spaces than in crisp approximation spaces with smaller number of features. The FEPM-based method in fuzzy
<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Features</th>
<th>Methods</th>
<th>E. coli (D = 7, n = 336)</th>
<th>Satimage (D = 36, n = 4435)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>MCI</td>
<td>23.7</td>
<td>17.1 15.8 23.2 15.8 23.2 15.8</td>
<td>MCI 19.9 17.9 18.6 17.9 18.6 17.9</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>23.7</td>
<td>18.4 18.4 18.4 18.4 18.4 18.4</td>
<td>MI-D 23.8 22.9 22.9 22.9 22.9 22.9</td>
</tr>
<tr>
<td>4</td>
<td>MCI</td>
<td>10.1</td>
<td>8.5 9.5 8.5 9.5 8.5 9.5 8.5 9.5</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>11.7</td>
<td>11.7 10.1 10.1 10.1 10.1 10.1 10.1</td>
<td>MI-D 21.9 21.6 21.6 21.6 21.6 21.6</td>
</tr>
<tr>
<td>6</td>
<td>MCI</td>
<td>6.5</td>
<td>6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>6.5</td>
<td>6.5 6.5 6.5 6.5 6.5 6.5 6.5 6.5</td>
<td>MI-D 21.9 21.6 21.6 21.6 21.6 21.6</td>
</tr>
<tr>
<td>10</td>
<td>MCI</td>
<td>19.9</td>
<td>17.9 18.6 17.9 18.6 17.9 18.6 17.9 18.6</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>20.6</td>
<td>18.8 20.6 18.8 20.6 18.8 20.6 18.8 20.6</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>15</td>
<td>MCI</td>
<td>18.1</td>
<td>17.9 18.0 17.6 17.9 17.9 17.9 17.9 17.9</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>21.9</td>
<td>21.6 21.6 21.6 21.6 21.6 21.6 21.6 21.6</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>20</td>
<td>MCI</td>
<td>18.1</td>
<td>17.9 17.6 17.6 17.6 17.6 17.6 17.6 17.6</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>20.3</td>
<td>20.3 20.3 20.3 20.3 20.3 20.3 20.3 20.3</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>25</td>
<td>MCI</td>
<td>17.9</td>
<td>17.9 17.9 17.6 17.6 17.6 17.6 17.6 17.6</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>18.8</td>
<td>18.0 18.1 17.4 17.8 17.2 17.9 17.2 17.9</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>30</td>
<td>MCI</td>
<td>19.6</td>
<td>19.2 18.7 18.6 18.6 18.6 18.6 18.6 18.6</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>19.6</td>
<td>18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>35</td>
<td>MCI</td>
<td>17.6</td>
<td>17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6</td>
<td>MI-C 18.1 17.9 17.6 17.6 17.6 17.6</td>
</tr>
<tr>
<td></td>
<td>MCI</td>
<td>17.6</td>
<td>17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6</td>
<td>MI-D 22.9 22.7 22.7 22.7 22.7 22.7</td>
</tr>
<tr>
<td>Data Sets</td>
<td>Selected Features</td>
<td>Measures/Methods</td>
<td>$\eta = 0.7/\beta$</td>
<td>$\eta = 1.1/\beta$</td>
</tr>
<tr>
<td>-----------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0 0.5 1.0</td>
<td>0.0 0.5 1.0</td>
</tr>
<tr>
<td>Letter</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D = 16,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 15000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>MI-C</td>
<td>27.5 26.1 26.1</td>
<td>29.7 24.6 24.6</td>
<td>24.6 24.6 24.6</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>34.5 31.6 33.9</td>
<td>33.9 30.1 30.1</td>
<td>29.9 29.9 25.0</td>
</tr>
<tr>
<td>10</td>
<td>MI-C</td>
<td>14.7 13.9 14.1</td>
<td>13.9 13.6 13.7</td>
<td>13.7 12.9 13.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>15.2 14.1 14.1</td>
<td>13.9 13.9 13.9</td>
<td>13.9 13.2 13.6</td>
</tr>
<tr>
<td>15</td>
<td>MI-C</td>
<td>12.4 12.4 12.4</td>
<td>12.4 12.4 12.4</td>
<td>12.4 12.1 12.4</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>12.4 12.4 12.4</td>
<td>12.4 12.4 12.4</td>
<td>12.4 12.4 12.4</td>
</tr>
<tr>
<td>20</td>
<td>MI-C</td>
<td>18.7 14.0 14.7</td>
<td>18.9 13.1 15.7</td>
<td>18.3 12.7 13.3</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>24.3 22.8 22.8</td>
<td>24.3 19.6 21.0</td>
<td>22.3 19.1 19.6</td>
</tr>
<tr>
<td>25</td>
<td>MI-C</td>
<td>15.7 14.5 14.5</td>
<td>12.9 9.6 11.7</td>
<td>12.1 8.8 11.6</td>
</tr>
<tr>
<td>Isolet</td>
<td>MI-D</td>
<td>21.1 19.2 21.1</td>
<td>21.1 17.1 18.3</td>
<td>20.0 12.3 19.5</td>
</tr>
<tr>
<td>(D = 617,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 7797)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>MI-C</td>
<td>11.7 8.2 11.2</td>
<td>11.7 8.2 10.6</td>
<td>10.9 8.0 10.4</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>17.3 14.5 14.5</td>
<td>17.3 14.5 16.9</td>
<td>14.3 11.7 12.8</td>
</tr>
<tr>
<td>35</td>
<td>MI-C</td>
<td>11.2 7.6 11.5</td>
<td>11.5 6.9 10.6</td>
<td>10.9 6.8 10.3</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>14.7 9.2 11.2</td>
<td>14.7 9.2 11.3</td>
<td>13.2 8.3 10.7</td>
</tr>
</tbody>
</table>
approximation spaces improves the classification accuracy of the C4.5 significantly over its crisp counterpart, especially with a small number of features. As the number of selected features \( d \) increases, the difference between the fuzzy and crisp approximation spaces decreases. For a given data set with \( n \) samples and \( D \) features, the classification error of the C4.5 remains unchanged for any combination of \( \beta \) and \( \eta \) when the number of selected features \( d \) approaches \( D \). In case of E. coli and Letter data sets, the error becomes almost the same for \( d = 6 \) and 15 as the values of corresponding \( D = 7 \) and 16, respectively. Similarly, for the Satimage data set, the classification error remains almost the same at \( d = 35 \) as the corresponding \( D = 36 \). However, for feature selection, a small feature set is of practical importance. Also, for a given data set and fixed \( d \) and \( \eta \) values, the classification error would be lower for nonzero \( \beta \) values. In other words, if the redundancy between the selected feature sets is taken into consideration, the performance of the FEPM-based method would be better both in fuzzy and crisp approximation spaces.

### 5.7.4 Optimum Value of Weight Parameter \( \beta \)

The parameter \( \beta \) regulates the relative importance of the redundancy between the candidate feature and the already selected features with respect to the relevance with the output class. If \( \beta \) is zero, only the relevance with the output class is considered for each feature selection. If \( \beta \) increases, this measure is discounted by a quantity proportional to the total redundancy with respect to the already selected features. The presence of a \( \beta \) value larger than zero is crucial in order to obtain good results. If the redundancy between features is not taken into account, selecting the features with the highest relevance with respect to the output class tends to produce a set of redundant features that may leave out useful complementary information.

Tables 5.3, 5.4, and 5.5 present the performance of the feature section method based on minimum redundancy and maximum relevance using both mutual information and \( V \)-information for different values of \( \beta \). The results and subsequent discussions are presented in these tables with respect to various quantitative indices for both fuzzy and crisp approximation spaces. In Tables 5.3, 5.4, and 5.5, it is seen that as the value of \( \beta \) increases, the values of \textit{RELEV} index and representative entropy \( H_R \) increase, whereas the classification error of both C4.5 and K-NN, and the values of \textit{REDUN} index, class separability \( S \), and entropy \( E \) decrease. The mutual information and \( V \)-information achieve their best performance for \( 0.5 \leq \beta < 1 \) with respect to all these quantitative indices. In other words, the best performance of mutual information and \( V \)-information is achieved when the relevance of each feature is discounted by at least 50% of the total redundancy with respect to the already selected features.

### 5.7.5 Optimum Value of Multiplicative Parameter \( \eta \)

The \( \eta \) is a multiplicative parameter controlling the extent of the overlapping between the linguistic property sets low and medium or medium and high.
<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Algorithms/Methods</th>
<th>Value of Weight Parameter $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Classification error (C4.5)</td>
<td>MI-C</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>20.5</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>26.6</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>29.6</td>
</tr>
<tr>
<td>Classification error (K-NN)</td>
<td>MI-C</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>20.5</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>26.6</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>29.6</td>
</tr>
<tr>
<td>Class separability</td>
<td>MI-C</td>
<td>0.393</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.597</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.643</td>
</tr>
<tr>
<td>Entropy ($E$)</td>
<td>MI-C</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.832</td>
</tr>
</tbody>
</table>
TABLE 5.4  Performance on Isolet Database for Different Values of Weight Parameter $\beta$  Considering $d = 25$ and $\eta = 1.5$

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Algorithms/Methods</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Classification error (C4.5)</td>
<td>MI-C</td>
<td>12.1</td>
<td>12.1</td>
<td>10.4</td>
<td>9.7</td>
<td>8.8</td>
<td>8.8</td>
<td>8.7</td>
<td>8.7</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>20.0</td>
<td>20.0</td>
<td>18.6</td>
<td>12.3</td>
<td>12.3</td>
<td>12.3</td>
<td>11.9</td>
<td>13.7</td>
<td>16.2</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>11.5</td>
<td>10.2</td>
<td>9.7</td>
<td>9.7</td>
<td>9.7</td>
<td>8.4</td>
<td>8.3</td>
<td>8.5</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>18.6</td>
<td>18.6</td>
<td>14.9</td>
<td>13.1</td>
<td>11.4</td>
<td>11.4</td>
<td>15.0</td>
<td>16.4</td>
<td>17.3</td>
</tr>
<tr>
<td>Classification error (K-NN)</td>
<td>MI-C</td>
<td>12.1</td>
<td>9.7</td>
<td>9.7</td>
<td>9.7</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>18.5</td>
<td>18.5</td>
<td>16.2</td>
<td>13.7</td>
<td>9.3</td>
<td>9.3</td>
<td>9.3</td>
<td>11.5</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>10.4</td>
<td>9.7</td>
<td>9.7</td>
<td>8.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>18.6</td>
<td>18.6</td>
<td>13.7</td>
<td>12.1</td>
<td>10.7</td>
<td>10.7</td>
<td>10.7</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td>Class separability</td>
<td>MI-C</td>
<td>0.158</td>
<td>0.158</td>
<td>0.147</td>
<td>0.140</td>
<td>0.126</td>
<td>0.113</td>
<td>0.113</td>
<td>0.113</td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.371</td>
<td>0.371</td>
<td>0.371</td>
<td>0.371</td>
<td>0.344</td>
<td>0.344</td>
<td>0.344</td>
<td>0.344</td>
<td>0.344</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.138</td>
<td>0.138</td>
<td>0.138</td>
<td>0.127</td>
<td>0.127</td>
<td>0.097</td>
<td>0.097</td>
<td>0.097</td>
<td>0.114</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.362</td>
<td>0.362</td>
<td>0.358</td>
<td>0.358</td>
<td>0.358</td>
<td>0.358</td>
<td>0.357</td>
<td>0.357</td>
<td>0.357</td>
</tr>
<tr>
<td>Entropy ($E$)</td>
<td>MI-C</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.275</td>
<td>0.275</td>
<td>0.275</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.276</td>
<td>0.273</td>
<td>0.273</td>
<td>0.273</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.304</td>
<td>0.304</td>
<td>0.304</td>
<td>0.303</td>
<td>0.303</td>
<td>0.303</td>
<td>0.301</td>
<td>0.301</td>
<td>0.301</td>
</tr>
<tr>
<td>Evaluation Criteria</td>
<td>Algorithms/Methods</td>
<td>Value of Weight Parameter $\beta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>-----------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Satimage Database Considering $d = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RELEV index</strong></td>
<td>MI-C</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.338</td>
<td>0.338</td>
<td>0.336</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.330</td>
<td>0.330</td>
<td>0.330</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.439</td>
<td>0.439</td>
<td>0.439</td>
<td>0.438</td>
<td>0.434</td>
<td>0.434</td>
<td>0.434</td>
<td>0.431</td>
<td>0.431</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.343</td>
<td>0.343</td>
<td>0.343</td>
<td>0.343</td>
<td>0.340</td>
<td>0.340</td>
<td>0.340</td>
<td>0.339</td>
<td>0.339</td>
</tr>
<tr>
<td><strong>REDUN index</strong></td>
<td>MI-C</td>
<td>0.350</td>
<td>0.350</td>
<td>0.350</td>
<td>0.350</td>
<td>0.345</td>
<td>0.345</td>
<td>0.345</td>
<td>0.345</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.419</td>
<td>0.419</td>
<td>0.419</td>
<td>0.419</td>
<td>0.402</td>
<td>0.350</td>
<td>0.350</td>
<td>0.350</td>
<td>0.350</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.423</td>
<td>0.423</td>
<td>0.423</td>
<td>0.419</td>
<td>0.419</td>
<td>0.419</td>
<td>0.419</td>
<td>0.406</td>
<td>0.399</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.428</td>
<td>0.428</td>
<td>0.428</td>
<td>0.428</td>
<td>0.411</td>
<td>0.411</td>
<td>0.418</td>
<td>0.408</td>
<td>0.408</td>
</tr>
<tr>
<td>Isolet Database Considering $d = 25$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RELEV index</strong></td>
<td>MI-C</td>
<td>0.417</td>
<td>0.417</td>
<td>0.417</td>
<td>0.417</td>
<td>0.417</td>
<td>0.417</td>
<td>0.419</td>
<td>0.419</td>
<td>0.419</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.311</td>
<td>0.311</td>
<td>0.311</td>
<td>0.311</td>
<td>0.314</td>
<td>0.314</td>
<td>0.314</td>
<td>0.314</td>
<td>0.314</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.416</td>
<td>0.416</td>
<td>0.417</td>
<td>0.417</td>
<td>0.417</td>
<td>0.418</td>
<td>0.418</td>
<td>0.415</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.313</td>
<td>0.316</td>
<td>0.316</td>
<td>0.316</td>
<td>0.316</td>
<td>0.316</td>
</tr>
<tr>
<td><strong>REDUN index</strong></td>
<td>MI-C</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
<td>0.425</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.496</td>
<td>0.496</td>
<td>0.496</td>
<td>0.490</td>
<td>0.490</td>
<td>0.490</td>
<td>0.490</td>
<td>0.490</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.427</td>
<td>0.427</td>
<td>0.427</td>
<td>0.424</td>
<td>0.424</td>
<td>0.424</td>
<td>0.424</td>
<td>0.424</td>
<td>0.424</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.462</td>
<td>0.462</td>
<td>0.462</td>
<td>0.462</td>
<td>0.461</td>
<td>0.461</td>
<td>0.461</td>
<td>0.458</td>
<td>0.458</td>
</tr>
</tbody>
</table>
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Keeping the values of $\sigma_{\text{low}}$ and $\sigma_{\text{high}}$ fixed, the amount of overlapping among the three $\pi$ functions can be altered varying $\sigma_{\text{medium}}$. As $\eta$ is decreased, the radius $\sigma_{\text{medium}}$ decreases around $\tau_{\text{medium}}$ such that ultimately there is insignificant overlapping between the $\pi$ functions low and medium or medium and high. This implies that certain regions along the $i$th feature axis $C_i$ go underrepresented such that the three membership values corresponding to three fuzzy sets low, medium, and high attain small values. Note that the particular choice of the values of the $\sigma$s and $\tau$s ensure that for any pattern $x_j$ along the $i$th feature axis $C_i$, at least one of the membership values should be greater than 0.5. On the other hand, as $\eta$ is increased, the radius $\sigma_{\text{medium}}$ increases around $\tau_{\text{medium}}$ such that the amount of overlapping between the $\pi$ functions increases.

Tables 5.6, 5.7, and 5.8 represent the performance of the FEPM-based feature selection method in terms of various quantitative indices for different values of $\eta$. Results are presented for different data sets considering the information measure as both mutual information and $V$-information. It is seen from the results reported in Tables 5.6, 5.7, and 5.8 that, in case of both mutual information and $V$-information, the FEPM-based method achieves consistently better performance for $1.1 < \eta < 1.7$. In fact, very large or very small amounts of overlapping among the three linguistic properties of the input feature are found to be undesirable.

5.7.6 Performance of Different $f$-Information Measures

Furthermore, extensive experiments are done to evaluate the performance of different $f$-information measures, both in fuzzy and crisp approximation spaces. Tables 5.9, 5.10, and 5.11 report the values of the classification error of both C4.5 and K-NN, class separability, entropy, representation entropy, $\text{RELEV}$ index, and $\text{REDUN}$ index of different $f$-information measures for the data sets reported in Section 5.7.1. Results are presented for different values of $\alpha$ considering $\beta = 0.5$ and $\eta = 1.5$. For each data set, the value of $d$ (number of selected features) is chosen through extensive experimentation in such a way that the classification error of both C4.5 and K-NN becomes almost equal to that of the original feature set.

From the results reported in Tables 5.9, 5.10, and 5.11, it is seen that most of the $f$-information measures achieve consistently better performance than the mutual information or $I_{1.0}$-information or $R_{1.0}$-information for different values of $\alpha$, both in fuzzy and crisp approximation spaces. Some of the $f$-information measures are shown to perform poorly on all aspects for certain values of $\alpha$. The majority of measures produces results similar to those of mutual information. An important finding, however, is that several measures, although slightly more difficult to optimize, can potentially yield significantly better results than the mutual information. For Satimage and Isolet data sets, $V$-information or $M_{1.0}$-information, $I_{\alpha}$-information and $R_{\alpha}$-information for $0.8 \leq \alpha \leq 4.0$, and $\chi^2$-information for $\alpha = 2.0$ and 3.0 perform better than the mutual information in fuzzy approximation spaces, while for Letter data set, $I_{0.5}$-information, $M_{0.5}$-information, and $V$-information measures yield best results with respect to most of the quantitative
<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Algorithms/Methods</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
<th>1.7</th>
<th>1.8</th>
<th>1.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification error (C4.5)</td>
<td>MI-C</td>
<td>18.8</td>
<td>18.8</td>
<td>18.8</td>
<td>18.8</td>
<td>19.3</td>
<td>18.6</td>
<td>17.2</td>
<td>17.3</td>
<td>17.1</td>
<td>18.5</td>
<td>18.6</td>
<td>18.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>22.7</td>
<td>22.7</td>
<td>20.9</td>
<td>19.8</td>
<td>19.8</td>
<td>19.8</td>
<td>18.4</td>
<td>18.1</td>
<td>18.2</td>
<td>19.7</td>
<td>20.1</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>17.8</td>
<td>17.8</td>
<td>17.8</td>
<td>17.8</td>
<td>17.8</td>
<td>17.6</td>
<td>17.4</td>
<td>17.4</td>
<td>18.6</td>
<td>17.2</td>
<td>17.2</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>21.3</td>
<td>21.3</td>
<td>21.3</td>
<td>20.8</td>
<td>20.8</td>
<td>18.6</td>
<td>18.2</td>
<td>18.1</td>
<td>19.7</td>
<td>19.2</td>
<td>19.2</td>
<td>19.0</td>
</tr>
<tr>
<td>Classification error (K-NN)</td>
<td>MI-C</td>
<td>19.3</td>
<td>19.3</td>
<td>19.3</td>
<td>18.6</td>
<td>18.6</td>
<td>17.3</td>
<td>17.3</td>
<td>17.2</td>
<td>18.1</td>
<td>18.3</td>
<td>18.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>22.7</td>
<td>22.7</td>
<td>21.3</td>
<td>19.8</td>
<td>19.8</td>
<td>18.8</td>
<td>18.8</td>
<td>18.6</td>
<td>19.7</td>
<td>20.1</td>
<td>20.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>22.7</td>
<td>22.7</td>
<td>19.7</td>
<td>19.7</td>
<td>17.8</td>
<td>17.8</td>
<td>16.6</td>
<td>16.6</td>
<td>17.3</td>
<td>18.1</td>
<td>19.2</td>
<td>21.5</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>21.3</td>
<td>21.3</td>
<td>20.8</td>
<td>20.8</td>
<td>20.8</td>
<td>18.6</td>
<td>18.1</td>
<td>18.2</td>
<td>18.6</td>
<td>22.7</td>
<td>22.7</td>
<td></td>
</tr>
<tr>
<td>Class separability</td>
<td>MI-C</td>
<td>0.449</td>
<td>0.467</td>
<td>0.458</td>
<td>0.465</td>
<td>0.367</td>
<td>0.367</td>
<td>0.366</td>
<td>0.366</td>
<td>0.310</td>
<td>0.408</td>
<td>0.421</td>
<td>0.461</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.617</td>
<td>0.611</td>
<td>0.611</td>
<td>0.608</td>
<td>0.563</td>
<td>0.563</td>
<td>0.467</td>
<td>0.467</td>
<td>0.467</td>
<td>0.460</td>
<td>0.499</td>
<td>0.586</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.447</td>
<td>0.463</td>
<td>0.417</td>
<td>0.417</td>
<td>0.398</td>
<td>0.398</td>
<td>0.361</td>
<td>0.366</td>
<td>0.355</td>
<td>0.328</td>
<td>0.391</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.614</td>
<td>0.610</td>
<td>0.632</td>
<td>0.617</td>
<td>0.559</td>
<td>0.510</td>
<td>0.483</td>
<td>0.467</td>
<td>0.491</td>
<td>0.491</td>
<td>0.512</td>
<td>0.580</td>
</tr>
<tr>
<td>Entropy (E)</td>
<td>MI-C</td>
<td>0.836</td>
<td>0.832</td>
<td>0.832</td>
<td>0.832</td>
<td>0.830</td>
<td>0.829</td>
<td>0.828</td>
<td>0.824</td>
<td>0.832</td>
<td>0.839</td>
<td>0.840</td>
<td>0.838</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.861</td>
<td>0.863</td>
<td>0.844</td>
<td>0.844</td>
<td>0.834</td>
<td>0.830</td>
<td>0.832</td>
<td>0.837</td>
<td>0.841</td>
<td>0.841</td>
<td>0.841</td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.835</td>
<td>0.835</td>
<td>0.834</td>
<td>0.829</td>
<td>0.829</td>
<td>0.816</td>
<td>0.816</td>
<td>0.802</td>
<td>0.802</td>
<td>0.811</td>
<td>0.834</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.858</td>
<td>0.858</td>
<td>0.851</td>
<td>0.850</td>
<td>0.841</td>
<td>0.841</td>
<td>0.837</td>
<td>0.830</td>
<td>0.827</td>
<td>0.832</td>
<td>0.832</td>
<td>0.839</td>
</tr>
<tr>
<td>Evaluation Criteria</td>
<td>Algorithms/Methods</td>
<td>Value of Multiplicative Parameter $\eta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------</td>
<td>-------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
<td>1.6</td>
<td>1.7</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Classification error (C4.5)</td>
<td>MI-C</td>
<td>14.5</td>
<td>14.5</td>
<td>12.7</td>
<td>9.6</td>
<td>12.4</td>
<td>11.5</td>
<td>9.3</td>
<td>8.8</td>
<td>9.2</td>
<td>8.9</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>19.2</td>
<td>19.2</td>
<td>18.4</td>
<td>17.1</td>
<td>17.0</td>
<td>13.8</td>
<td>12.6</td>
<td>12.3</td>
<td>13.9</td>
<td>13.9</td>
<td>14.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>12.4</td>
<td>12.3</td>
<td>10.9</td>
<td>9.4</td>
<td>9.4</td>
<td>8.8</td>
<td>8.7</td>
<td>8.4</td>
<td>8.3</td>
<td>8.5</td>
<td>9.1</td>
<td>9.0</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>18.7</td>
<td>18.7</td>
<td>17.4</td>
<td>16.3</td>
<td>16.1</td>
<td>13.9</td>
<td>12.0</td>
<td>11.4</td>
<td>11.5</td>
<td>11.4</td>
<td>12.8</td>
<td>13.7</td>
</tr>
<tr>
<td>Classification error (K-NN)</td>
<td>MI-C</td>
<td>12.4</td>
<td>12.4</td>
<td>11.5</td>
<td>11.5</td>
<td>8.8</td>
<td>8.8</td>
<td>6.1</td>
<td>7.2</td>
<td>8.5</td>
<td>9.1</td>
<td>9.1</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>18.7</td>
<td>18.7</td>
<td>18.7</td>
<td>18.7</td>
<td>16.2</td>
<td>13.8</td>
<td>9.3</td>
<td>9.3</td>
<td>9.3</td>
<td>10.9</td>
<td>13.9</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>13.1</td>
<td>12.3</td>
<td>12.3</td>
<td>10.9</td>
<td>9.4</td>
<td>8.8</td>
<td>6.1</td>
<td>5.8</td>
<td>6.1</td>
<td>7.8</td>
<td>9.6</td>
<td>11.7</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>17.6</td>
<td>17.6</td>
<td>16.2</td>
<td>14.5</td>
<td>14.5</td>
<td>11.4</td>
<td>11.4</td>
<td>10.7</td>
<td>14.5</td>
<td>17.9</td>
<td>18.0</td>
<td>19.2</td>
</tr>
<tr>
<td>Class separability</td>
<td>MI-C</td>
<td>0.259</td>
<td>0.241</td>
<td>0.268</td>
<td>0.255</td>
<td>0.218</td>
<td>0.189</td>
<td>0.147</td>
<td>0.113</td>
<td>0.126</td>
<td>0.169</td>
<td>0.179</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.411</td>
<td>0.403</td>
<td>0.395</td>
<td>0.374</td>
<td>0.368</td>
<td>0.351</td>
<td>0.350</td>
<td>0.344</td>
<td>0.341</td>
<td>0.363</td>
<td>0.398</td>
<td>0.418</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.153</td>
<td>0.158</td>
<td>0.131</td>
<td>0.118</td>
<td>0.113</td>
<td>0.105</td>
<td>0.099</td>
<td>0.097</td>
<td>0.097</td>
<td>0.102</td>
<td>0.124</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.411</td>
<td>0.417</td>
<td>0.404</td>
<td>0.396</td>
<td>0.388</td>
<td>0.364</td>
<td>0.361</td>
<td>0.358</td>
<td>0.357</td>
<td>0.391</td>
<td>0.399</td>
<td>0.412</td>
</tr>
<tr>
<td>Entropy (E)</td>
<td>MI-C</td>
<td>0.286</td>
<td>0.286</td>
<td>0.287</td>
<td>0.284</td>
<td>0.284</td>
<td>0.281</td>
<td>0.279</td>
<td>0.276</td>
<td>0.276</td>
<td>0.278</td>
<td>0.283</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>MI-D</td>
<td>0.329</td>
<td>0.328</td>
<td>0.329</td>
<td>0.322</td>
<td>0.322</td>
<td>0.318</td>
<td>0.314</td>
<td>0.313</td>
<td>0.316</td>
<td>0.317</td>
<td>0.320</td>
<td>0.324</td>
</tr>
<tr>
<td></td>
<td>VI-C</td>
<td>0.286</td>
<td>0.286</td>
<td>0.286</td>
<td>0.283</td>
<td>0.279</td>
<td>0.279</td>
<td>0.278</td>
<td>0.276</td>
<td>0.276</td>
<td>0.277</td>
<td>0.281</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td>VI-D</td>
<td>0.317</td>
<td>0.316</td>
<td>0.316</td>
<td>0.314</td>
<td>0.315</td>
<td>0.308</td>
<td>0.308</td>
<td>0.303</td>
<td>0.304</td>
<td>0.311</td>
<td>0.312</td>
<td>0.317</td>
</tr>
<tr>
<td>Evaluation Criteria</td>
<td>Algorithms/Methods</td>
<td>RELEV index</td>
<td>Value of Multiplicative Parameter $\eta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------</td>
<td>-------------</td>
<td>--------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MI-C</td>
<td>MI-D</td>
<td>VI-C</td>
<td>VI-D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
<td>1.4</td>
<td>1.5</td>
<td>1.6</td>
<td>1.7</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Satimage Database Considering $d = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELEV index</td>
<td></td>
<td>0.257</td>
<td>0.283</td>
<td>0.307</td>
<td>0.331</td>
<td>0.358</td>
<td>0.383</td>
<td>0.407</td>
<td>0.427</td>
<td>0.407</td>
<td>0.387</td>
<td>0.393</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.254</td>
<td>0.254</td>
<td>0.278</td>
<td>0.305</td>
<td>0.314</td>
<td>0.327</td>
<td>0.334</td>
<td>0.334</td>
<td>0.334</td>
<td>0.303</td>
<td>0.318</td>
<td>0.318</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.421</td>
<td>0.419</td>
<td>0.421</td>
<td>0.431</td>
<td>0.431</td>
<td>0.434</td>
<td>0.434</td>
<td>0.434</td>
<td>0.437</td>
<td>0.437</td>
<td>0.429</td>
<td>0.429</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.261</td>
<td>0.260</td>
<td>0.285</td>
<td>0.308</td>
<td>0.313</td>
<td>0.330</td>
<td>0.337</td>
<td>0.340</td>
<td>0.344</td>
<td>0.326</td>
<td>0.319</td>
<td>0.318</td>
</tr>
<tr>
<td>REDUN index</td>
<td></td>
<td>0.369</td>
<td>0.393</td>
<td>0.419</td>
<td>0.443</td>
<td>0.369</td>
<td>0.392</td>
<td>0.412</td>
<td>0.345</td>
<td>0.408</td>
<td>0.409</td>
<td>0.424</td>
<td>0.437</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.417</td>
<td>0.423</td>
<td>0.428</td>
<td>0.441</td>
<td>0.397</td>
<td>0.378</td>
<td>0.365</td>
<td>0.350</td>
<td>0.389</td>
<td>0.414</td>
<td>0.451</td>
<td>0.455</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.451</td>
<td>0.437</td>
<td>0.434</td>
<td>0.426</td>
<td>0.425</td>
<td>0.422</td>
<td>0.417</td>
<td>0.419</td>
<td>0.424</td>
<td>0.437</td>
<td>0.440</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.460</td>
<td>0.449</td>
<td>0.440</td>
<td>0.429</td>
<td>0.428</td>
<td>0.422</td>
<td>0.416</td>
<td>0.411</td>
<td>0.408</td>
<td>0.426</td>
<td>0.443</td>
<td>0.459</td>
</tr>
<tr>
<td>Isolet Database Considering $d = 25$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELEV index</td>
<td></td>
<td>0.403</td>
<td>0.399</td>
<td>0.397</td>
<td>0.391</td>
<td>0.404</td>
<td>0.403</td>
<td>0.415</td>
<td>0.417</td>
<td>0.417</td>
<td>0.411</td>
<td>0.410</td>
<td>0.394</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.296</td>
<td>0.288</td>
<td>0.292</td>
<td>0.306</td>
<td>0.311</td>
<td>0.308</td>
<td>0.315</td>
<td>0.314</td>
<td>0.312</td>
<td>0.299</td>
<td>0.278</td>
<td>0.263</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.404</td>
<td>0.402</td>
<td>0.394</td>
<td>0.396</td>
<td>0.401</td>
<td>0.407</td>
<td>0.416</td>
<td>0.418</td>
<td>0.415</td>
<td>0.412</td>
<td>0.411</td>
<td>0.405</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.296</td>
<td>0.289</td>
<td>0.295</td>
<td>0.299</td>
<td>0.307</td>
<td>0.311</td>
<td>0.312</td>
<td>0.316</td>
<td>0.315</td>
<td>0.311</td>
<td>0.298</td>
<td>0.291</td>
</tr>
<tr>
<td>REDUN index</td>
<td></td>
<td>0.433</td>
<td>0.429</td>
<td>0.446</td>
<td>0.452</td>
<td>0.427</td>
<td>0.422</td>
<td>0.425</td>
<td>0.425</td>
<td>0.426</td>
<td>0.433</td>
<td>0.461</td>
<td>0.472</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.514</td>
<td>0.506</td>
<td>0.507</td>
<td>0.502</td>
<td>0.495</td>
<td>0.499</td>
<td>0.491</td>
<td>0.490</td>
<td>0.486</td>
<td>0.497</td>
<td>0.512</td>
<td>0.521</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.437</td>
<td>0.433</td>
<td>0.429</td>
<td>0.461</td>
<td>0.452</td>
<td>0.437</td>
<td>0.429</td>
<td>0.424</td>
<td>0.428</td>
<td>0.455</td>
<td>0.463</td>
<td>0.470</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.497</td>
<td>0.502</td>
<td>0.506</td>
<td>0.499</td>
<td>0.476</td>
<td>0.469</td>
<td>0.466</td>
<td>0.461</td>
<td>0.467</td>
<td>0.475</td>
<td>0.471</td>
<td>0.489</td>
</tr>
</tbody>
</table>
TABLE 5.9 Comparative Performance Analysis of Different \( f \)-Information Measures on Letter Database for \( d = 6 \)

<table>
<thead>
<tr>
<th>Type of ( f )</th>
<th>Value of ( \alpha )</th>
<th>C4.5 Error ( E )</th>
<th>K-NN Error ( H_R )</th>
<th>Separability ( R_E )</th>
<th>Entropy ( E )</th>
<th>Entropy ( H_R )</th>
<th>RELEV Index</th>
<th>REDUN Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_\alpha )</td>
<td>0.2</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>16.3</td>
<td>19.1</td>
<td>7.8</td>
<td>15.2</td>
<td>1.087</td>
<td>1.108</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td>( M_\alpha )</td>
<td>1.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td>( \chi_\alpha )</td>
<td>0.2</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>16.3</td>
<td>19.1</td>
<td>7.8</td>
<td>15.2</td>
<td>1.087</td>
<td>1.108</td>
<td>0.881</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td>( R_\alpha )</td>
<td>1.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>21.8</td>
<td>25.2</td>
<td>11.6</td>
<td>16.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.889</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>23.2</td>
<td>26.7</td>
<td>16.9</td>
<td>22.8</td>
<td>1.345</td>
<td>1.562</td>
<td>0.892</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\mu$</td>
<td>$\chi$</td>
<td>$R$</td>
<td>$I$</td>
<td>$M$</td>
<td>$\chi^*$</td>
<td>$R^*$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Type of $f$</td>
<td>Value of $\alpha$</td>
<td>C4.5 Error</td>
<td>K-NN Error</td>
<td>Separability</td>
<td>Entropy $E$</td>
<td>Entropy $R$</td>
<td>RELEV Index</td>
<td>REDUN Index</td>
</tr>
<tr>
<td>------------</td>
<td>------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
</tbody>
</table>

**TABLE 5.11** Comparative Performance Analysis of Different $f$-Information Measures on Isolet Database for $d = 25$
indices and other measures are comparable to the mutual information. However, the lowest value of \textit{REDUN} index for Satimage data is achieved using $\chi^{\alpha}$-information measure at $\alpha = 4.0$ and 5.0.

### 5.7.7 Comparative Performance of Different Algorithms

Finally, Tables 5.12 and 5.13 compare the best performance of different $f$-information measures used in the feature selection method that is based on minimum redundancy and maximum relevance. The results are presented on the basis of the minimum classification error of both C4.5 and K-NN for the data sets reported in Section 5.7.1. The values of $\beta$ and $\eta$ are considered as 0.5 and 1.5, respectively. The best performance of the QR algorithm, both in fuzzy [35] and crisp [21] approximation spaces, is also provided on the same data sets for the sake of comparison. It is seen that the $f$-information measures in fuzzy approximation spaces are more effective than that in crisp approximation spaces. The $f$-information-measure-based feature selection method selects a set of features having lowest classification error of both C4.5 and K-NN, class separability, entropy, and \textit{REDUN} index values and highest representation entropy and \textit{RELEV} index values for all the cases. Also, several $f$-information measures, although slightly more difficult to optimize, can potentially yield significantly better results than the mutual information, both in fuzzy and crisp approximation spaces. Moreover, the $f$-information-measure-based feature selection method outperforms the existing QR algorithm, both in fuzzy and crisp approximation spaces. However, the QR algorithm achieves the best \textit{RELEV} index value for all the data sets as it selects only relevant features of a data set without considering the redundancy among them.

The better performance of the FEPM-based method is achieved because of the FEPM provides an efficient way to calculate different useful $f$-information measures on fuzzy approximation spaces. In effect, a reduced set of features having maximum relevance and minimum redundancy is being obtained using the FEPM-based method.

Table 5.14 reports the corresponding execution time (in milliseconds) of different algorithms. The results of $I_{\alpha}$-information, $M_{\alpha}$-information, $\chi^{\alpha}$-information, and $\mathcal{R}_{\alpha}$-information are the average execution time computed over possible values of $\alpha$. From the results reported in Table 5.14, it is seen that the execution time required for the FEPM-based method in fuzzy approximation spaces is comparable to that in crisp approximation spaces, irrespective of the data sets used. However, as the computational complexity of the existing QR algorithm is exponential in nature, it requires significantly higher execution time compared to that of the FEPM-based method, both in crisp and fuzzy approximation spaces. The significantly lesser execution time of the FEPM-based method is achieved because of the low computational complexity of the algorithm with respect to the number of selected features and the total number of features and samples in the original data set.
### TABLE 5.12 Comparative Performance Analysis of Different Methods Using Different Feature Evaluation Indices

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Method</th>
<th>K-NN Error</th>
<th>C4.5 Error</th>
<th>Separability</th>
<th>RELEV Index</th>
<th>Entropy E</th>
<th>Entropy $H_R$</th>
<th>REDUN Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>MI</td>
<td>7.3</td>
<td>7.3</td>
<td>7.9</td>
<td>7.9</td>
<td>0.181</td>
<td>0.181</td>
<td>0.443</td>
<td>0.443</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>5.8</td>
<td>6.7</td>
<td>7.9</td>
<td>0.138</td>
<td>0.181</td>
<td>0.442</td>
<td>0.443</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>5.8</td>
<td>2.8</td>
<td>4.5</td>
<td>0.108</td>
<td>0.154</td>
<td>0.445</td>
<td>0.434</td>
</tr>
<tr>
<td>Wine</td>
<td>VI</td>
<td>3.9</td>
<td>5.8</td>
<td>2.8</td>
<td>4.5</td>
<td>0.108</td>
<td>0.154</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>$\chi_{15}^1$</td>
<td>3.9</td>
<td>5.8</td>
<td>2.8</td>
<td>4.5</td>
<td>0.108</td>
<td>0.154</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{R}_{4,0}$</td>
<td>4.1</td>
<td>5.8</td>
<td>6.7</td>
<td>7.9</td>
<td>0.138</td>
<td>0.181</td>
<td>0.442</td>
</tr>
<tr>
<td></td>
<td>QR</td>
<td>3.9</td>
<td>7.0</td>
<td>2.8</td>
<td>9.2</td>
<td>0.108</td>
<td>0.196</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>16.9</td>
<td>22.8</td>
<td>23.2</td>
<td>26.7</td>
<td>1.345</td>
<td>1.562</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>$I_{0.5}$</td>
<td>7.8</td>
<td>15.2</td>
<td>16.3</td>
<td>19.1</td>
<td>1.087</td>
<td>1.108</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td>$M_{0.5}$</td>
<td>7.8</td>
<td>15.2</td>
<td>16.3</td>
<td>19.1</td>
<td>1.087</td>
<td>1.108</td>
<td>0.231</td>
</tr>
<tr>
<td>Letter</td>
<td>VI</td>
<td>8.7</td>
<td>17.2</td>
<td>17.5</td>
<td>21.3</td>
<td>1.055</td>
<td>1.114</td>
<td>0.240</td>
</tr>
<tr>
<td></td>
<td>$\chi_{15}^1$</td>
<td>11.6</td>
<td>16.2</td>
<td>21.8</td>
<td>25.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>$\mathcal{R}_{1.5}$</td>
<td>11.6</td>
<td>16.2</td>
<td>21.8</td>
<td>25.2</td>
<td>1.159</td>
<td>1.608</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>QR</td>
<td>21.8</td>
<td>29.5</td>
<td>38.3</td>
<td>39.7</td>
<td>8.809</td>
<td>9.627</td>
<td>0.285</td>
</tr>
<tr>
<td>Data Sets</td>
<td>Method</td>
<td>K-NN Error</td>
<td>C4.5 Error</td>
<td>Separability</td>
<td>RELEV Index</td>
<td>Entropy E</td>
<td>Entropy Hg</td>
<td>REDUN Index</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>------------</td>
<td>------------</td>
<td>--------------</td>
<td>-------------</td>
<td>-----------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Crisp</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>MI</td>
<td>2.6</td>
<td>4.9</td>
<td>2.6</td>
<td>4.8</td>
<td>1.655</td>
<td>3.283</td>
<td>0.393</td>
</tr>
<tr>
<td></td>
<td>$I_{1.5}$</td>
<td>3.7</td>
<td>4.8</td>
<td>4.6</td>
<td>4.8</td>
<td>2.297</td>
<td>3.283</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>$M_{0.8}$</td>
<td>3.7</td>
<td>4.8</td>
<td>4.6</td>
<td>4.8</td>
<td>2.297</td>
<td>3.283</td>
<td>0.404</td>
</tr>
<tr>
<td>$d = 10$</td>
<td>$x_{1.5}^{1.5}$</td>
<td>3.7</td>
<td>4.8</td>
<td>4.6</td>
<td>4.8</td>
<td>2.297</td>
<td>3.283</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>$R_{1.5}$</td>
<td>3.7</td>
<td>4.8</td>
<td>4.6</td>
<td>4.8</td>
<td>2.297</td>
<td>3.283</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>QR</td>
<td>6.7</td>
<td>9.2</td>
<td>8.5</td>
<td>11.7</td>
<td>5.877</td>
<td>9.361</td>
<td>0.262</td>
</tr>
<tr>
<td>Satimage</td>
<td>MI</td>
<td>17.3</td>
<td>18.8</td>
<td>17.3</td>
<td>18.1</td>
<td>0.366</td>
<td>0.467</td>
<td>0.427</td>
</tr>
<tr>
<td></td>
<td>$I_{4.0}$</td>
<td>13.6</td>
<td>16.0</td>
<td>16.6</td>
<td>18.4</td>
<td>0.359</td>
<td>0.473</td>
<td>0.378</td>
</tr>
<tr>
<td>$d = 10$</td>
<td>$M_{0.8}$</td>
<td>16.6</td>
<td>18.1</td>
<td>17.4</td>
<td>18.1</td>
<td>0.369</td>
<td>0.467</td>
<td>0.429</td>
</tr>
<tr>
<td></td>
<td>$V_{4.0}$</td>
<td>16.6</td>
<td>18.1</td>
<td>17.4</td>
<td>18.1</td>
<td>0.366</td>
<td>0.467</td>
<td>0.434</td>
</tr>
<tr>
<td></td>
<td>$R_{4.0}$</td>
<td>13.6</td>
<td>16.1</td>
<td>16.4</td>
<td>18.6</td>
<td>0.355</td>
<td>0.478</td>
<td>0.441</td>
</tr>
<tr>
<td></td>
<td>QR</td>
<td>19.2</td>
<td>24.8</td>
<td>21.6</td>
<td>24.8</td>
<td>0.892</td>
<td>0.996</td>
<td>0.458</td>
</tr>
<tr>
<td>Isolet</td>
<td>MI</td>
<td>6.1</td>
<td>9.3</td>
<td>8.8</td>
<td>12.3</td>
<td>0.113</td>
<td>0.344</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>$I_{4.0}$</td>
<td>5.8</td>
<td>9.3</td>
<td>8.3</td>
<td>11.2</td>
<td>0.089</td>
<td>0.353</td>
<td>0.401</td>
</tr>
<tr>
<td>$d = 25$</td>
<td>$M_{0.8}$</td>
<td>7.8</td>
<td>9.3</td>
<td>9.5</td>
<td>11.4</td>
<td>0.128</td>
<td>0.389</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>VI</td>
<td>5.8</td>
<td>10.7</td>
<td>8.4</td>
<td>11.4</td>
<td>0.097</td>
<td>0.358</td>
<td>0.418</td>
</tr>
<tr>
<td></td>
<td>$R_{4.0}$</td>
<td>5.8</td>
<td>9.9</td>
<td>8.2</td>
<td>13.1</td>
<td>0.083</td>
<td>0.419</td>
<td>0.425</td>
</tr>
<tr>
<td></td>
<td>QR</td>
<td>9.5</td>
<td>15.2</td>
<td>12.8</td>
<td>15.2</td>
<td>1.362</td>
<td>1.594</td>
<td>0.449</td>
</tr>
</tbody>
</table>
TABLE 5.14 Comparative Execution Time (ms) Analysis of Different Methods on Different Data Sets

<table>
<thead>
<tr>
<th>Methods/ Measures</th>
<th>Wine ($d = 2$, $\mathcal{D} = 13, n = 178$)</th>
<th>Letter ($d = 6$, $\mathcal{D} = 16, n = 15000$)</th>
<th>Ionosphere ($d = 10$, $\mathcal{D} = 34, n = 351$)</th>
<th>Satimage ($d = 10$, $\mathcal{D} = 36, n = 4435$)</th>
<th>Isolet ($d = 25$, $\mathcal{D} = 617, n = 7797$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
<td>Crisp</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>MI</td>
<td>8</td>
<td>7</td>
<td>2758</td>
<td>2699</td>
<td>163</td>
</tr>
<tr>
<td>$l_\alpha$</td>
<td>7</td>
<td>7</td>
<td>2687</td>
<td>2685</td>
<td>165</td>
</tr>
<tr>
<td>$M_\alpha$</td>
<td>8</td>
<td>8</td>
<td>2706</td>
<td>2776</td>
<td>168</td>
</tr>
<tr>
<td>VI</td>
<td>8</td>
<td>7</td>
<td>2694</td>
<td>2782</td>
<td>162</td>
</tr>
<tr>
<td>$\chi^\alpha$</td>
<td>8</td>
<td>8</td>
<td>2688</td>
<td>2695</td>
<td>167</td>
</tr>
<tr>
<td>$\mathcal{R}_\alpha$</td>
<td>7</td>
<td>8</td>
<td>2691</td>
<td>2795</td>
<td>167</td>
</tr>
<tr>
<td>QR</td>
<td>7</td>
<td>9</td>
<td>24,568</td>
<td>19473</td>
<td>2483</td>
</tr>
</tbody>
</table>
5.8 CONCLUSION AND DISCUSSION

The problem of feature selection is highly important, particularly given the explosive growth of available information. The present chapter deals with this task in rough-fuzzy computing framework. Using the concept of $f$-information measures on fuzzy approximation spaces, an efficient algorithm is described in this chapter for finding nonredundant and relevant features of real-valued data sets. This formulation is geared toward maximizing the utility of rough sets, fuzzy sets, and information measures with respect to knowledge discovery tasks. Several quantitative indices are reported on the basis of fuzzy-rough sets to evaluate the performance of different feature selection methods on fuzzy approximation spaces for real-life data sets. Finally, the superiority of the FEPM-based method over some other related algorithms is demonstrated on a set of real-life data sets. Through these investigations and experiments, the potential utility of the fuzzy-rough method for feature selection from various data sets, in general, is demonstrated. A real-life application of this methodology in bioinformatics is described in Chapter 8, where the problem of selecting discriminative genes from microarray gene expression data sets is addressed.

So far, we have described in Chapters 3, 4, and 5 different rough-fuzzy clustering, classification, and feature selection methodologies with extensive experimental results demonstrating their characteristic features. The next four chapters deal with some of the specific real-life problems in bioinformatics and medical imaging, namely, selection of a minimum set of basis strings with maximum information for amino acid sequence analysis, grouping functionally similar genes from high dimensional microarray data, and segmentation of brain magnetic resonance (MR) images.
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ROUGH FUZZY c-MEDOIDS AND AMINO ACID SEQUENCE ANALYSIS

6.1 INTRODUCTION

Recent advancement and wide use of high throughput technology for biological research are producing enormous size of biological data. Data mining techniques and machine learning methods provide useful tools for analyzing these biological data. The successful analysis of biological sequences relies on the efficient coding of the biological information contained in sequences or subsequences. For example, to recognize functional sites within a biological sequence, the subsequences obtained through moving a fixed length sliding window are generally analyzed. The problem with using most pattern recognition algorithms to analyze these biological subsequences is that they cannot recognize nonnumerical features such as the biochemical codes of amino acids. Investigating a proper encoding process before modeling the amino acids is then critical.

The most commonly used method for coding a subsequence is distributed encoding, which encodes each of the 20 amino acids using a 20-bit binary vector [1]. However, in this method the input space is expanded unnecessarily. Also, this method may not be able to encode biological content in sequences efficiently. On the other hand, different distances for different amino acid pairs have been defined by various mutation matrices and validated [2–4]. But, they cannot be used directly for encoding an amino acid to a unique numerical value.

In this background, Yang and Thomson [5–7] proposed the concept of bio-basis function for analyzing biological sequences. It uses a kernel function to
transform biological sequences to feature vectors directly. The bio-basis strings consist of sections of biological sequence that code for a feature of interest in the study, and are responsible for the transformation of biological data to high dimensional feature space. Transformation of input data to high dimensional feature space is performed on the basis of the similarity of an input sequence to a bio-basis string with reference to a biological similarity matrix. Hence, the biological content in the sequences can be maximally utilized for accurate modeling. The use of similarity matrices to map features allows the bio-basis function to analyze biological sequences without the need for encoding. The bio-basis function has been successfully applied to predict different functional sites in proteins [5–10].

The most important issue for bio-basis function is how to select a minimum set of bio-basis strings with maximum information. Berry et al. [5] used genetic algorithms for bio-basis string selection considering Fisher ratio as the fitness function. Yang and Thomson [7] proposed a method to select bio-basis strings using mutual information. In principle, the bio-basis strings in nonnumerical sequence space should be such that the degree of resemblance (DOR) between pairs of bio-basis strings would be as minimum as possible. Each of them would then represent a unique feature in numerical feature space. As this is a feature selection problem, clustering method can be used, which partitions the given biological sequences into subgroups around each bio-basis string, each of which should be as homogeneous or informative as possible. However, the methods proposed in Berry et al. [5] and Yang and Thomson [7] have not adequately addressed this problem. Also, much attention has not been paid to it earlier.

In biological sequences, the only available information is the numerical values that represent the degrees to which pairs of sequences in the data set are related. Algorithms that generate partitions of that type of relational data are usually referred to as relational or pair-wise clustering algorithms. The relational clustering algorithms can be used to cluster biological subsequences if one can come up with a similarity measure to quantify the DOR between pairs of subsequences. The pair-wise similarities are usually stored in the form of a matrix called the similarity matrix.

One of the most popular relational clustering algorithms is the sequential agglomerative hierarchical nonoverlapping model [11]. It is a bottom-up approach that generates crisp clusters by sequentially merging pairs of clusters that are closest to each other in each step. The model gives rise to single, complete, and average linkage algorithms depending on how closeness between clusters is defined. A variation of this algorithm can be found in Guha et al. [12]. Another well-known relational clustering algorithm is c-medoids or partitioning around medoids (PAM) due to Kaufman and Rousseeuw [13]. This algorithm is based on finding representative objects, also known as medoids [14], from the data set in such a way that the sum of the within-cluster dissimilarities is minimized. A modified version of the PAM called CLARA (clustering large applications) to handle large data sets was also proposed by Kaufman and Rousseeuw [13]. Ng and Han [15] proposed another variation of the CLARA called CLARANS. This
algorithm tries to make the search for the $c$-representative objects or medoids more efficiently by considering candidate sets of $c$ medoids in the neighborhood of the current set of $c$ medoids. However, the CLARANS is not designed for relational data. Finally, it is also interesting to note that Fu [16] suggested a technique very similar to the $c$-medoid technique in the context of clustering string patterns generated by grammar in syntactic pattern recognition. Some of the more recent algorithms for relational clustering include Bajcsy and Ahuja [17], Gowda and Diday [18], Ramkumar and Swami [19], and Sonbaty and Ismail [20].

One of the main problems in biological subsequence analysis is uncertainty. Some of the sources of this uncertainty include incompleteness and vagueness in class definitions. In this background, the possibility concept introduced by the fuzzy sets theory and rough sets theory has gained popularity in modeling and propagating uncertainty. Both fuzzy sets and rough sets provide a mathematical framework to capture uncertainties associated with the data. However, the relational clustering algorithms reported above generate crisp clusters. When the clusters are not well defined, that is, when they are overlapping, one may desire fuzzy clusters. Two of the early fuzzy relational clustering algorithms are those due to Ruspini [21] and Diday [22]. Other notable algorithms include Roubens’ fuzzy nonmetric model [23], Windham’s association prototype model [24], Hathaway and Bezdek’s relational fuzzy $c$-means (RFCM) [25], and Kaufman and Rousseeuw’s fuzzy analysis (FANNY) [13]. The FANNY is in fact very closely related to the RFCM and is essentially equivalent to the RFCM when the fuzzifier is equal to two. Some improvements on this algorithm can also be found in Hathaway and Bezdek [26] and Sen and Dave [27]. The NERFCM model [26] extends the RFCM to ease the restrictions that the RFCM imposes on the dissimilarity matrix. More recently, Sen and Dave [27] have generalized this approach further, including an extension to handle data sets containing noise and outliers.

A more recent fuzzy relational clustering algorithm is fuzzy $c$-medoids [28]. It offers the opportunity to deal with the data that belong to more than one cluster at the same time. Also, it can handle the uncertainties arising from overlapping cluster boundaries. However, it is very sensitive to noise and outliers as the memberships of a pattern in fuzzy $c$-medoids are inversely related to the relative distances of the pattern to the cluster prototypes. The possibilistic $c$-medoids [28] is an extension of fuzzy $c$-medoids, which efficiently handle the data sets containing noise and outliers considering typicalities or compatibilities of the patterns with the cluster prototypes. But, it sometimes generates coincident clusters. Moreover, typicalities can be very sensitive to the choice of additional parameters needed by possibilistic $c$-medoids. Recently, the use of both fuzzy (probabilistic) and possibilistic memberships in a relational clustering algorithm has been proposed in Maji and Pal [29].

A relational clustering algorithm, termed as rough-fuzzy $c$-medoids, has been described by Maji and Pal [30], on the basis of the integration of rough and fuzzy sets to cluster relational objects. While the membership function of fuzzy sets enables efficient handling of overlapping partitions, the concept of lower
and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. Each partition is represented by a medoid, a crisp lower approximation, and a fuzzy boundary. The lower approximation influences the fuzziness of the final partition. The medoid depends on the weighting average of the crisp lower approximation and fuzzy boundary.

The rough-fuzzy \( c \)-medoids is used in this chapter to select a minimum set of most informative bio-basis strings. One of the important problems of the rough-fuzzy \( c \)-medoids algorithm is how to select initial prototypes for different clusters. The concept of DOR, based on nongapped pair-wise homology alignment score, circumvents the initialization and local minima problems of \( c \)-medoids and enables efficient selection of a minimum set of most informative bio-basis strings. Some quantitative measures are presented on the basis of mutual information and nongapped pair-wise homology alignment scores to evaluate the quality of selected bio-basis strings. The effectiveness of the rough-fuzzy \( c \)-medoids algorithm, along with a comparison with hard \( c \)-medoids [13], rough \( c \)-medoids [30], fuzzy \( c \)-medoids [28], possibilistic \( c \)-medoids [28], fuzzy-possibilistic \( c \)-medoids [29], and the methods proposed by Berry et al. [5] and Yang and Thompson [7], is demonstrated on different protein data sets.

The structure of the rest of this chapter is as follows. Section 6.2 briefly introduces necessary notions of bio-basis function and the bio-basis string selection methods proposed by Berry et al. [5] and Yang and Thomson [7]. Section 6.3 gives a brief description of hard \( c \)-medoids, fuzzy \( c \)-medoids, possibilistic \( c \)-medoids, and fuzzy-possibilistic \( c \)-medoids. In Section 6.4, the rough-fuzzy \( c \)-medoids algorithm is described, along with the rough \( c \)-medoids algorithm, for relational data clustering, while Section 6.5 gives an overview of the application of different \( c \)-medoids algorithms for bio-basis string selection, along with the initialization method for the \( c \)-medoids algorithm. Some quantitative measures are presented in Section 6.6 to select most informative bio-basis strings. A few case studies and a comparison among different methods are reported in Section 6.7. Concluding remarks are given in Section 6.8.

### 6.2 BIO-BASIS FUNCTION AND STRING SELECTION METHODS

In this section, the basic notion in the theory of bio-basis function is reported, along with the bio-basis string selection methods proposed by Yang and Thomson [7] and Berry et al. [5].

#### 6.2.1 Bio-Basis Function

The most successful method of sequence analysis is homology alignment [31, 32]. In this method, the function of a sequence is annotated through aligning a novel sequence with known sequences. If the homology alignment between a novel sequence and a known sequence gives a very high similarity score, the novel sequence is believed to have the same or similar function as the known sequence. In homology alignment, an amino acid mutation matrix is
commonly used. Each mutation matrix has 20 columns and 20 rows. A value at the 
any acid mutates into the jth amino acid after a particular evolutionary time [3, 4].

However, the principle of homology alignment cannot be used directly for subsequence analysis because a subsequence may not contain enough information for conventional homology alignment. A high homology alignment score between a novel subsequence and a known subsequence cannot assert that the two subsequences have the same function. However, it can be assumed that they may have the same function statistically.

The design of bio-basis function is based on the principle of conventional homology alignment used in biology. Using a table look-up technique, a homology alignment score as a similarity value can be obtained for a pair of subsequences. The nongapped homology alignment method is used to calculate this similarity value, where no deletion or insertion is used to align the two subsequences. The definition of bio-basis function is as follows [6, 7]:

\[
f(x_j, v_i) = \exp \left\{ \gamma \frac{h(x_j, v_i) - h(v_i, v_i)}{h(v_i, v_i)} \right\},
\]

where \( h(x_j, v_i) \) is the nongapped pair-wise homology alignment score between a subsequence \( x_j \) and a bio-basis string \( v_i \) calculated using an amino acid mutation matrix [3, 4], \( h(v_i, v_i) \) denotes the maximum homology alignment score of the \( i \)th bio-basis string \( v_i \), and \( \gamma \) is a constant. Let \( \mathcal{A} \) be the set of 20 amino acids, \( X = \{x_1, \ldots, x_j, \ldots, x_n\} \) be the set of \( n \) subsequences with \( m \) residues, and \( V = \{v_1, \ldots, v_i, \ldots, v_c\} \subset X \) be the set of \( c \) bio-basis strings such that \( v_{ik}, x_{jk} \in \mathcal{A}, \forall i = 1, j = 1, k = 1 \). The nongapped pair-wise homology alignment score between \( x_j \) and \( v_i \) is then defined as

\[
h(x_j, v_i) = \sum_{k=1}^{m} M(x_{jk}, v_{ik}),
\]

where \( M(x_{jk}, v_{ik}) \) can be obtained from an amino acid mutation matrix using the table look-up method. The function value is high if the two subsequences are similar or close to each other and one for two identical subsequences. The value is small if two subsequences are distinct.

The bio-basis function transforms various homology alignment scores to a real number as a similarity within the interval \([0, 1]\). Each bio-basis string is a feature dimension in a numerical feature space. It needs a subsequence as a support. A collection of \( c \) bio-basis strings formulates a numerical feature space \( \mathbb{R}^c \). After the mapping using bio-basis strings, a nonnumerical subsequence space \( \mathbb{H}^m \) will be mapped to a \( c \)-dimensional numerical feature space \( \mathbb{R}^c \), that is, \( \mathbb{H}^m \rightarrow \mathbb{R}^c \).

The most important assumption about bio-basis function is that the distribution of the amino acids in sequences depends on the specificity of the sequences. If the distribution of amino acids is in random, the selection of bio-basis string will be very difficult. Fortunately, the biological experiments have shown that
the distribution of amino acids at the specific subsites in sequences does depend on the specificity of the sequences.

### 6.2.2 Selection of Bio-Basis Strings Using Mutual Information

Yang and Thomson [7] proposed a method for bio-basis string selection using mutual information [33]. The necessity for a bio-basis string to be an independent and informative feature can be determined by the shared information between the bio-basis string and the rest as well as the shared information between the bio-basis string and class label [7].

The mutual information is quantified as the difference between the initial uncertainty and the conditional uncertainty. Let \( \Phi = \{ v_i \} \) be a set of selected bio-basis strings, \( \Theta = \{ v_k \} \) a set of candidate bio-basis strings, and \( \Phi = \phi \) (empty) at the beginning. A prior probability of a bio-basis string \( v_k \) is referred to as \( p(v_k) \). The initial uncertainty of \( v_k \) is defined as

\[
H(v_k) = -p(v_k) \ln p(v_k).
\]  
(6.3)

Similarly, the joint entropy of two bio-basis strings \( v_k \) and \( v_i \) is given by

\[
H(v_k, v_i) = -p(v_k, v_i) \ln p(v_k, v_i),
\]  
(6.4)

where \( v_i \in \Phi \) and \( v_k \in \Theta \). The mutual information between \( v_k \) and \( v_i \) is, therefore, given by

\[
I(v_k, v_i) = H(v_k) + H(v_i) - H(v_k, v_i) = ( -p(v_k) \ln p(v_k) - p(v_i) \ln p(v_i) + p(v_k, v_i) \ln p(v_k, v_i) ).
\]  
(6.5)

However, the mutual information of \( v_k \) with respect to all the bio-basis strings in \( \Phi \) is

\[
I(v_k, \Phi) = \sum_{v_i \in \Phi} I(v_k, v_i).
\]  
(6.6)

Combining Equations (6.5) and (6.6), we get [7]

\[
I(v_k, \Phi) = \sum_{v_i \in \Phi} p(v_k, v_i) \ln \left( \frac{p(v_k, v_i)}{p(v_k)p(v_i)} \right).
\]  
(6.7)

Replacing \( \Phi \) with the class label \( \Omega = \{ \Omega_1, \ldots, \Omega_j, \ldots, \Omega_M \} \), the mutual information

\[
I(v_k, \Omega) = \sum_{\Omega_j \in \Omega} p(v_k, \Omega_j) \ln \left( \frac{p(v_k, \Omega_j)}{p(v_k)p(\Omega_j)} \right)
\]  
(6.8)
measures the mutual relationship between \( v_k \) and \( \Omega \). A bio-basis string whose \( I(v_k, \Omega) \) value is the largest will be selected as \( v_k \) and will make the largest contribution to modeling (discrimination using \( \Omega \)) among all the remaining bio-basis strings in \( \Theta \). Therefore, there are two mutual information measurements for \( v_k \), the mutual information between \( v_k \) and \( \Omega \) (\( I(v_k, \Omega) \)) and the mutual information between \( v_k \) and \( \Phi \) (\( I(v_k, \Phi) \)). In this method, the following criterion is used for the selection of bio-basis strings \([7, 34]\)

\[
J(v_k) = \alpha Y_T I(v_k, \Omega) - (1 - \alpha Y_T) I(v_k, \Phi),
\]

(6.9)

where \( \alpha Y_T \) is a constant. In the current study, the value of \( \alpha Y_T \) is set at 0.7 to give more weightage in discrimination \([7, 34]\). The major drawback of the method proposed by Yang and Thomson \([7]\) is that a huge number of prior and joint probabilities are to be calculated, which makes the method computationally expensive.

### 6.2.3 Selection of Bio-Basis Strings Using Fisher Ratio

Berry et al. \([5]\) proposed a method to select a set \( V = \{v_1, \ldots, v_i, \ldots, v_c\} \) of \( c \) bio-basis strings from the whole set \( X = \{x_1, \ldots, x_j, \ldots, x_n\} \) of \( n \) subsequences based on their discriminant capability. The discriminant capability of each subsequence is calculated using the Fisher ratio. The Fisher ratio is used to maximize the discriminant capability of a subsequence in terms of interclass separation (as large as possible) and intraclass spread between subsequences (as small as possible). The larger the Fisher ratio value, the larger the discriminant capability of the subsequence. On the basis of the values of the Fisher ratio, \( n \) subsequences of \( X \) can be ranked from the strongest discriminant capability to the weakest one. The method yields a set \( V \) of \( c \) subsequences from \( X \) as the bio-basis strings that possess good discriminant capability between two classes, having evolved from the original data set.

However, the \( n \) subsequences of \( X \) would have different compositions of amino acids. Hence, they should have different pair-wise alignment scores with the other subsequences of \( X \). As the class properties of these training subsequences are known, these similarity values can be partitioned into two groups or classes, namely, functional and nonfunctional, which are denoted as \( X_A \subset X \) and \( X_B \subset X \), respectively. Denoting the similarity between two subsequences \( x_i \) and \( x_j \) as \( h(x_j, x_i) \), the mean and standard deviation values for these two groups with respect to the subsequence \( x_i \) are as follows:

\[
U_{A_i} = \frac{1}{n_A} \sum h(x_j, x_i); \quad \forall x_j \in X_A
\]

(6.10)

\[
U_{B_i} = \frac{1}{n_B} \sum h(x_k, x_i); \quad \forall x_k \in X_B
\]

(6.11)

\[
\sigma^2_{A_i} = \frac{1}{n_A} \sum [h(x_j, x_i) - U_{A_i}]^2; \quad \forall x_j \in X_A
\]

(6.12)
\[ \sigma_B^2 = \frac{1}{n_B} \sum (h(x_k, x_i) - U_B_i)^2; \quad \forall x_k \in X_B, \quad (6.13) \]

where \( n_A \) and \( n_B \) are the number of similarity values in \( X_A \) and \( X_B \), respectively. On the basis of these four quantities, the discriminant capability of each subsequence can be measured using the Fisher ratio

\[ F(x_i) = \frac{|U_{A_i} - U_{B_i}|}{\sqrt{\sigma_A^2 + \sigma_B^2}} \quad (6.14) \]

The basic steps of this method follow next:

1. Calculate the discriminant capabilities of all subsequences of \( X \) using the Fisher ratio as in Equation (6.14).
2. Rank all subsequences of \( X \) on the basis of the values of Fisher ratio in descending order.
3. Select first \( c \) subsequences from \( X \) as the set \( V \) of bio-basis strings.

However, the bio-basis strings in nonnumerical sequence space should be such that the similarity between pairs of bio-basis strings would be as minimum as possible. Each of them would then represent a unique feature in numerical feature space. The methods proposed by Berry et al. [5] and Yang and Thomson [7] have not adequately addressed this problem. Also, not much attention has been paid to it earlier.

### 6.3 FUZZY-POSSIBILISTIC \( c \)-MEDOIDS ALGORITHM

Three relational clustering algorithms, namely, hard \( c \)-medoids [13], fuzzy \( c \)-medoids [28], and possibilistic \( c \)-medoids [28], are described first. Next, a new relational clustering algorithm, termed as fuzzy-possibilistic \( c \)-medoids [29], is presented on the basis of these algorithms.

#### 6.3.1 Hard \( c \)-Medoids

The hard \( c \)-medoids algorithm [13, 14] uses the most centrally located object in a cluster, which is termed as the medoid. A medoid is essentially one of the actual data points from the cluster, which is closest to the mean of the cluster. The objective of the hard \( c \)-medoids algorithm for clustering relational data sets is to assign \( n \) objects to \( c \) clusters. Each of the clusters \( \beta_i \) is represented by a medoid \( v_i \), which is the cluster representative for that cluster. The process begins by randomly choosing \( c \) objects as the medoids. The objects are assigned to one of the \( c \) clusters on the basis of the similarity or dissimilarity between the object \( x_j \) and the medoid \( v_i \). The pair-wise similarity or dissimilarity can be calculated...
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from the similarity or dissimilarity matrix, respectively. After the assignment of all the objects to various clusters, the new medoids are calculated as follows:

$$v_i = x_q, \text{ where } q = \arg \min_{x_j \in \beta_i} d(x_k, x_j); \ x_j \in \beta_i, \ x_k \in \beta_i,$$

(6.15)

where $d(x_k, x_j)$ represents the dissimilarity value between two objects $x_j$ and $x_k$ that can be obtained from the dissimilarity matrix. For relational objects with only pair-wise similarity values, the new medoids can be calculated as

$$v_i = x_q, \text{ where } q = \arg \max_{x_j \in \beta_i} s(x_k, x_j); \ x_j \in \beta_i, \ x_k \in \beta_i,$$

(6.16)

where $s(x_k, x_j)$ represents the similarity value between two objects $x_j$ and $x_k$ that can be obtained from the similarity matrix. The basic steps of the hard $c$-medoids algorithm are outlined as follows:

1. Arbitrarily choose $c$ objects as the initial medoids $v_i, i = 1, 2, \ldots, c$.
2. Assign each remaining object to the cluster for the closest medoid.
3. Compute the new medoid as per Equation (6.15) or (6.16).
4. Repeat steps 2 and 3 until no more new assignments can be made.

6.3.2 Fuzzy $c$-Medoids

This provides a fuzzification of the hard $c$-medoids algorithm [28]. For clustering relational data sets, it minimizes

$$J_F = \sum_{j=1}^{n} \sum_{i=1}^{c} (\mu_{ij})^{m_1} d(x_j, v_i),$$

(6.17)

where $1 \leq m_1 < \infty$ is the fuzzifier, $v_i$ the $i$th medoid, $\mu_{ij} \in [0, 1]$ the fuzzy membership of the object $x_j$ to cluster $\beta_i$ such that

$$\mu_{ij} = \sum_{l=1}^{c} \left( \frac{d(x_j, v_l)}{d(x_j, v_l)} \right)^{-1/(m_1-1)},$$

(6.18)

subject to

$$\sum_{i=1}^{c} \mu_{ij} = 1, \forall j, \text{ and } 0 < \sum_{j=1}^{n} \mu_{ij} < n, \forall i.$$

(6.19)

The new medoids are calculated as follows:

$$v_i = x_q, \text{ where } q = \arg \min_{k=1}^{n} (\mu_{ik})^{m_1} d(x_k, x_j); \ 1 \leq j \leq n.$$

(6.20)

The basic algorithm proceeds as follows:
1. Assign initial medoids $v_i$, $i = 1, 2, \ldots, c$.
2. Choose values for fuzzifier $m_1$ and threshold $\epsilon_1$ and set iteration counter $t = 1$.
3. Compute $\mu_{ij}$ using Equation (6.18) for $c$ clusters and $n$ objects.
4. Update medoid $v_i$ using Equation (6.20).
5. Repeat steps 3–5, by incrementing $t$, until $|\mu_{ij}(t) - \mu_{ij}(t-1)| > \epsilon_1$.

### 6.3.3 Possibilistic $c$-Medoids

In possibilistic $c$-medoids [28], the objective function can be formulated as follows:

$$J_P = \sum_{i=1}^{c} \sum_{j=1}^{n} (\nu_{ij})^m d(x_j, v_i) + \sum_{i=1}^{c} \eta_i \sum_{j=1}^{n} (1 - \nu_{ij})^m,$$

(6.21)

where $\eta_i$ represents the bandwidth or resolution or scale parameter. The membership matrix $\nu$ generated by possibilistic $c$-medoids is not a partition matrix in the sense that it does not satisfy the constraint

$$\sum_{i=1}^{c} \nu_{ij} = 1.$$  

(6.22)

The membership update equation in possibilistic $c$-medoids is

$$\nu_{ij} = \frac{1}{1 + D},$$

where $D = \left\{ \frac{d(x_j, v_i)}{\eta_i} \right\}^{1/(m_2-1)}$,  

(6.23)

subject to

$$\nu_{ij} \in [0, 1], \forall i, j; 0 < \sum_{j=1}^{n} \nu_{ij} \leq n, \forall i; \text{ and } \max_{i} \nu_{ij} > 0, \forall j.$$  

(6.24)

The scale parameter $\eta_i$ represents the zone of influence or size of the cluster $\beta_i$ and its update equation is

$$\eta_i = K \cdot \frac{P}{Q},$$

(6.25)

where

$$P = \sum_{j=1}^{n} (\nu_{ij})^m d(x_j, v_i)$$

(6.26)

subject to

$$\nu_{ij} \in [0, 1], \forall i, j; 0 < \sum_{j=1}^{n} \nu_{ij} \leq n, \forall i; \text{ and } \max_{i} \nu_{ij} > 0, \forall j.$$  

(6.24)
Typically \( K \) is chosen to be 1. From the standpoint of compatibility with the medoid, the membership \( \nu_{ij} \) of an object \( x_j \) in a cluster \( \beta_i \) should be determined solely by how close it is to the medoid \( v_i \) of the class, and should not be coupled with its similarity with respect to other classes. Hence, in each iteration, the updated value of \( \nu_{ij} \) depends only on the similarity between the object \( x_j \) and the medoid \( v_i \). The resulting partition of the relational data can be interpreted as a possibilistic partition, and the membership values may be interpreted as degrees of possibility of the objects belonging to the classes, that is, the compatibilities of the objects with the medoids. The updating of the medoids proceeds exactly the same way as in the case of the fuzzy \( c \)-medoids algorithm.

### 6.3.4 Fuzzy-Possibilistic \( c \)-Medoids

Incorporating both fuzzy and possibilistic membership functions into the hard \( c \)-medoids algorithm, the fuzzy-possibilistic \( c \)-medoids algorithm is introduced in Maji and Pal \[29\]. It avoids the noise sensitivity defect of fuzzy \( c \)-medoids and the coincident clusters problem of possibilistic \( c \)-medoids. For relational data clustering, it minimizes the following objective function

\[
J_{FP} = \sum_{j=1}^{n} \sum_{i=1}^{c} \left\{ a(\mu_{ij})^{m_1} + b(\nu_{ij})^{m_2} \right\} d(x_j, v_i) + \sum_{i=1}^{c} \eta_i \sum_{j=1}^{n} (1 - \nu_{ij})^{m_2}.
\]  

(6.28)

The constants \( a \) and \( b \), respectively, define the relative importance of fuzzy and possibilistic memberships in the objective function and \( a + b = 1 \). Note that \( \mu_{ij} \) has the same meaning of membership as that in fuzzy \( c \)-medoids. Similarly, \( \nu_{ij} \) has the same interpretation of typicality as in possibilistic \( c \)-medoids and is given by

\[
\nu_{ij} = \frac{1}{1 + D},
\]

(6.29)

where

\[
D = \left\{ \frac{bd(x_j, v_i)}{\eta_i} \right\}^{1/(m_2-1)}.
\]

(6.30)

Hence, the constant \( b \) has a direct influence on the possibilistic membership \( \nu_{ij} \). The scale parameter \( \eta_i \) has the same expression as that in Equation (6.25). The new medoids are calculated as follows:

\[
v_i = x_q,
\]

(6.31)
where

\[ q = \arg \min \sum_{k=1}^{n} \{a(\mu_{ik})^{m_1} + b(\nu_{ik})^{m_2}\}d(x_k, x_j); \quad 1 \leq j \leq n. \tag{6.32} \]

The main steps of the algorithm are as follows:

1. Assign initial medoids \( v_i, i = 1, 2, \ldots, c \).
2. Choose values for \( a, b, \hat{m}_1, \hat{m}_2 \), and threshold \( \epsilon_1 \), and set iteration counter \( t = 1 \).
3. Compute \( \mu_{ij} \) and \( \nu_{ij} \) using Equations (6.18) and (6.29), respectively, for \( c \) clusters and \( n \) objects.
4. Estimate \( \eta_i \) using Equation (6.25).
5. Update medoid \( v_i \) using Equation (6.31).
6. Repeat steps 3–6, by incrementing \( t \), until \( |\nu_{ij}(t) - \nu_{ij}(t-1)| > \epsilon_1 \).

The fuzzy-possibilistic \( c \)-medoids algorithm boils down to fuzzy \( c \)-medoids for \( a = 1 \), while the algorithm reduces to the possibilistic \( c \)-medoids algorithm at \( a = 0 \). Hence, it is the generalization of the existing fuzzy \( c \)-medoids and possibilistic \( c \)-medoids algorithms.

6.4 ROUGH-FUZZY \( c \)-MEDOIDS ALGORITHM

In this section, two relational clustering algorithms, namely, rough \( c \)-medoids [29, 30] and rough-fuzzy \( c \)-medoids [30], are described incorporating the concept of lower and upper approximations of rough sets into hard \( c \)-medoids and fuzzy \( c \)-medoids, respectively.

6.4.1 Rough \( c \)-Medoids

Let \( A(\beta_i) \) and \( \bar{A}(\beta_i) \) be the lower and upper approximations of cluster \( \beta_i \), and \( B(\beta_i) = \{A(\beta_i) \setminus A(\beta_i)\} \) denotes the boundary region of cluster \( \beta_i \) (Fig. 6.1). In the rough \( c \)-medoids algorithm [29, 30], the concept of the \( c \)-medoids algorithm is extended by viewing each cluster \( \beta_i \) as an interval or rough set. However, it is possible to define a pair of lower and upper bounds \([A(\beta_i), \bar{A}(\beta_i)]\) or a rough set for every cluster \( \beta_i \subseteq U \), \( U \) being the set of objects of concern. The family of upper and lower bounds is required to follow some of the basic rough set properties such as the following:

1. An object \( x_j \) can be part of at most one lower bound.
2. \( x_j \in A(\beta_i) \Rightarrow x_j \in \bar{A}(\beta_i) \).
3. An object \( x_j \) is not part of any lower bound \( \Rightarrow x_j \) belongs to two or more upper bounds.
Incorporating rough sets into the \( c \)-medoids algorithm, the rough \( c \)-medoids algorithm \([29, 30]\) is presented for clustering relational data sets. It adds the concept of lower and upper bounds of rough sets into hard \( c \)-medoids algorithm. It classifies the object space into two parts, namely, lower approximation and boundary region. The medoid is calculated on the basis of the weighting average of the lower bound and boundary region. All the objects in lower approximation take the same weight \( w \), while all the objects in boundary take another weighting index \( \tilde{w} \) uniformly. Calculation of the medoids is modified to include the effects of lower as well as upper bounds. The modified medoids calculation for rough \( c \)-medoids is given by

\[
v_i = x_q, \quad (6.33)
\]

where \( q \) is given by

\[
q = \arg \min \begin{cases} 
w \times \mathcal{A} + \tilde{w} \times \mathcal{B} & \text{if } \mathcal{A}(\beta_i) \neq \emptyset, \mathcal{B}(\beta_i) \neq \emptyset \\ \mathcal{A} & \text{if } \mathcal{A}(\beta_i) \neq \emptyset, \mathcal{B}(\beta_i) = \emptyset \\ \mathcal{B} & \text{if } \mathcal{A}(\beta_i) = \emptyset, \mathcal{B}(\beta_i) \neq \emptyset \end{cases} \quad (6.34)
\]

where

\[
\mathcal{A} = \sum_{x_k \in \mathcal{A}(\beta_i)} d(x_k, x_j) \quad (6.35)
\]

and

\[
\mathcal{B} = \sum_{x_k \in \mathcal{B}(\beta_i)} d(x_k, x_j). \quad (6.36)
\]

The parameters \( w \) and \( \tilde{w} (= 1 - w) \) correspond to the relative importance of lower bound and boundary region, respectively. Since the objects lying in lower approximation definitely belong to a cluster, they are assigned a higher.
weight \( w \) compared to \( \tilde{w} \) of the objects lying in the boundary region. That is, \( 0 < \tilde{w} < w < 1 \). The main steps of the rough \( c \)-medoids algorithm are as follows:

1. Assign initial medoids \( v_i, i = 1, 2, \ldots, c \).
2. Choose values for \( w \) and threshold \( \epsilon_2 \).
3. For each object \( x_j \), calculate dissimilarity score \( d(x_j, v_i) \) between itself and the medoid \( v_i \) of cluster \( \beta_i \).
4. If \( d(x_j, v_i) \) is minimum for \( 1 \leq i \leq c \) and \( d(x_j, v_i) - d(x_j, v_k) \leq \epsilon_2 \), then \( x_j \in A(\beta_i) \) and \( x_j \in A(\beta_k) \). Furthermore, \( x_j \) is not part of any lower bound.
5. Otherwise, \( x_j \in A(\beta_i) \) such that \( d(x_j, v_i) \) is the minimum for \( 1 \leq i \leq c \).
   In addition, by properties of rough sets, \( x_j \in A(\beta_i) \).
6. Compute new medoid as per Equation (6.33).
7. Repeat steps 2–6 until no more new assignments can be made.

### 6.4.2 Rough-Fuzzy \( c \)-Medoids

Incorporating both fuzzy sets and rough sets, another version of the \( c \)-medoids algorithm termed as rough-fuzzy \( c \)-medoids [30], is reported. The rough-fuzzy \( c \)-medoids algorithm adds the concept of fuzzy membership of fuzzy sets, and lower and upper approximations of rough sets into \( c \)-medoids algorithm. While the lower and upper bounds of rough sets deal with uncertainty, vagueness, and incompleteness in class definition, the membership of fuzzy sets enables efficient handling of overlapping partitions.

In fuzzy \( c \)-medoids, the medoid depends on the fuzzy membership values of different objects, whereas in rough-fuzzy \( c \)-medoids, after computing the memberships for \( c \) clusters and \( n \) objects, the membership values of each object are sorted and the difference of two highest memberships is compared with a threshold value \( \epsilon_2 \). Let \( \mu_{ij} \) and \( \mu_{kj} \) be the highest and second highest memberships of object \( x_j \). If \( (\mu_{ij} - \mu_{kj}) > \epsilon_2 \), then \( x_j \in A(\beta_i) \) as well as \( x_j \in A(\beta_k) \) and \( x_j \not\in A(\beta_k) \), otherwise \( x_j \in B(\beta_i) \) and \( x_j \not\in B(\beta_k) \). That is, the rough-fuzzy \( c \)-medoids algorithm first separates the core and overlapping portions of each cluster \( \beta \) based on the threshold value \( \epsilon_2 \). The core portion of the cluster \( \beta_i \) is represented by its lower approximation \( A(\beta_i) \), while the boundary region \( B(\beta_i) \) represents the overlapping portion. In effect, it minimizes the vagueness and incompleteness in cluster definition.

According to the definitions of lower approximations and boundary of rough sets, if an object \( x_j \in A(\beta_i) \), then \( x_j \not\in A(\beta_k), \forall k \not= i \), and \( x_j \not\in B(\beta_k), \forall i \). That is, the object \( x_j \) is contained in \( \beta_i \) definitely. Hence, the weights of the objects in lower approximation of a cluster should be independent of other medoids and clusters, and should not be coupled with their similarity with respect to other medoids. Also, the objects in the lower approximation of a cluster should have similar influence on the corresponding medoid and cluster, whereas if \( x_j \in B(\beta_i) \),
then the object \( x_j \) possibly belongs to \( \beta_i \) and potentially belongs to another cluster. Hence, the objects in boundary regions should have different influences on the medoids and clusters.

So, in rough-fuzzy \( c \)-medoids, after assigning each object in lower approximations and boundary regions of different clusters based on \( c_2 \), the memberships \( \mu_{ij} \) of the objects are modified. The membership values of the objects in lower approximation are set to 1, while those in boundary regions remain unchanged. In other words, the rough-fuzzy \( c \)-medoids first partition the data into two classes, namely, lower approximation and boundary. The concept of fuzzy memberships is applied only to the objects in the boundary region, which enables the algorithm to handle overlapping clusters. Hence, in rough-fuzzy \( c \)-medoids, each cluster is represented by a medoid, a crisp lower approximation, and a fuzzy boundary (Fig. 6.2). The lower approximation influences the fuzziness of final partition. The fuzzy \( c \)-medoids can be reduced from rough-fuzzy \( c \)-medoids when \( A(\beta_i) = \emptyset, \forall i \). Hence, the rough-fuzzy \( c \)-medoids algorithm is the generalization of existing fuzzy \( c \)-medoids algorithm.

The new medoids are calculated on the basis of the weighting average of the crisp lower approximation and fuzzy boundary. Computation of the medoids is modified to include the effects of both fuzzy membership and lower and upper bounds. Since the objects lying in lower approximation definitely belong to a cluster, they are assigned a higher weight compared to that of the objects lying in boundary region. The modified medoids calculation for rough-fuzzy \( c \)-medoids is, therefore, given by

\[
v_i = x_q, \tag{6.37}\]

where \( q \) is given by

\[
q = \arg \min \begin{cases} 
  w \times A + \bar{w} \times B & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) \neq \emptyset \\
  A & \text{if } A(\beta_i) \neq \emptyset, B(\beta_i) = \emptyset \\
  B & \text{if } A(\beta_i) = \emptyset, B(\beta_i) \neq \emptyset 
\end{cases} \tag{6.38}
\]

![Figure 6.2 Rough-fuzzy \( c \)-medoids: cluster \( \beta_i \) is represented by crisp lower bound and fuzzy boundary.](image)
where

$$A = \sum_{x_k \in A(\beta_i)} d(x_k, x_j)$$ \hspace{1cm} (6.39)

and

$$B = \sum_{x_k \in B(\beta_i)} (\mu_{ik})^{\tilde{m}_i} d(x_k, x_j).$$ \hspace{1cm} (6.40)

The main steps of this algorithm proceed as follows:

1. Assign initial medoids \( v_i, i = 1, 2, \ldots, c \).
2. Choose values for fuzzifier \( \tilde{m}_1 \) and thresholds \( \epsilon_1 \) and \( \epsilon_2 \), and set iteration counter \( t = 1 \).
3. Compute membership \( \mu_{ij} \) using Equation (6.18) for \( c \) clusters and \( n \) objects.
4. If \( \mu_{ij} \) is maximum for \( 1 \leq i \leq c \) and \( (\mu_{ij} - \mu_{kj}) \leq \epsilon_2 \), then \( x_j \in A(\beta_i) \) and \( x_j \in \overline{A}(\beta_k) \). Furthermore, \( x_j \) is not part of any lower bound.
5. Otherwise, \( x_j \in A(\beta_i) \) such that \( \mu_{ij} \) is the maximum for \( 1 \leq i \leq c \). In addition, by properties of rough sets, \( x_j \in \overline{A}(\beta_i) \).
6. Compute new medoid as per Equation (6.37).
7. Repeat steps 2–6, by incrementing \( t \), until \( |\mu_{ij}(t) - \mu_{ij}(t-1)| > \epsilon_1 \).

### 6.5 RELATIONAL CLUSTERING FOR BIO-BASIS STRING SELECTION

Different relational clustering algorithms, namely, hard \( c \)-medoids, fuzzy \( c \)-medoids, possibilistic \( c \)-medoids, fuzzy-possibilistic \( c \)-medoids, rough \( c \)-medoids, and rough-fuzzy \( c \)-medoids have been successfully used for the selection of bio-basis strings [29, 30]. The objective of different \( c \)-medoids algorithms for the selection of bio-basis strings is to assign \( n \) subsequences to \( c \) clusters. Each of the clusters \( \beta_i \) is represented by a bio-basis string \( v_i \), which is the medoid for that cluster. The process begins by randomly choosing \( c \) subsequences as the bio-basis strings. The subsequences are assigned to one of the \( c \) clusters on the basis of the similarity or dissimilarity between the subsequence \( x_j \) and the bio-basis string \( v_i \). The similarity is assessed through the nongapped pair-wise homology alignment score \( h(x_j, v_i) \) between the subsequence \( x_j \) and the bio-basis string \( v_i \), while the dissimilarity \( d(x_j, v_i) \) is computed as follows:

$$d(x_j, v_i) = |h(v_i, v_i) - h(x_j, v_i)|.$$ \hspace{1cm} (6.41)
The score \( h(x_j, v_i) \) can be calculated as per Equation (6.2). After the assignment of all the subsequences to various clusters, the new bio-basis strings are calculated accordingly.

However, a limitation of the \( c \)-medoids algorithm is that it can only achieve a local optimum solution that depends on the initial choice of the bio-basis strings. Consequently, computing resources may be wasted in that some initial bio-basis strings get stuck in regions of the input space with a scarcity of data points and may therefore never have the chance to move to new locations where they are needed. To overcome this limitation of the \( c \)-medoids algorithm, another method is reported next to select initial bio-basis strings, which is based on a similarity measure using amino acid mutation matrix. It enables the algorithm to converge to an optimum or near-optimum solutions (bio-basis strings).

Before describing the initialization method of the \( c \)-medoids algorithm for selecting initial bio-basis strings, a quantitative measure is stated to evaluate the similarity between two subsequences in terms of nongapped pair-wise homology alignment score.

**Degree of Resemblance**

The DOR between two subsequences \( x_i \) and \( x_j \) is defined as [29, 30]

\[
\text{DOR}(x_j, x_i) = \frac{h(x_j, x_i)}{h(x_i, x_i)}.
\] (6.42)

It is the ratio between the nongapped pair-wise homology alignment scores of two input subsequences \( x_i \) and \( x_j \) based on an amino acid mutation matrix to the maximum homology alignment score of the subsequence \( x_i \). It is used to quantify the similarity in terms of homology alignment score between pairs of subsequences. If the functions of two subsequences are different, the DOR between them is small. A high value of \( \text{DOR}(x_i, x_j) \) between two subsequences \( x_i \) and \( x_j \) asserts that they may have the same function statistically. If two subsequences are the same, the DOR between them is maximum, that is, \( \text{DOR}(x_i, x_i) = 1 \). Hence, \( 0 < \text{DOR}(x_i, x_j) \leq 1 \). Also, \( \text{DOR}(x_i, x_j) \neq \text{DOR}(x_j, x_i) \).

On the basis of the concept of DOR, the method for selecting initial bio-basis strings is described next. The main steps of this method proceed as follows [30]:

1. For each subsequence \( x_i \), calculate \( \text{DOR}(x_j, x_i) \) between itself and the subsequence \( x_j, \forall j = 1, \ldots, n \).
2. Calculate the similarity score between subsequences \( x_i \) and \( x_j \)

\[
S(x_j, x_i) = \begin{cases} 
1 & \text{if } \text{DOR}(x_j, x_i) > \epsilon_3 \\
0 & \text{otherwise}
\end{cases}
\]
3. For each \( x_i \), calculate the total number of similar subsequences of \( x_i \) as

\[
N(x_i) = \sum_{j=1}^{n} S(x_j, x_i).
\]

4. Sort \( n \) subsequences according to their values of \( N(x_i) \) such that \( N(x_1) > N(x_2) > \cdots > N(x_n) \).

5. If \( N(x_i) > N(x_j) \) and \( \text{DOR}(x_j, x_i) > \epsilon \), then \( x_j \) cannot be considered as a bio-basis string, resulting in a reduced set of subsequences to be considered for initial bio-basis strings.

6. Let there be \( \hat{n} \) subsequences in the reduced set having \( N(x_i) \) values such that \( N(x_1) > N(x_2) > \cdots > N(x_{\hat{n}}) \). A heuristic threshold function can be defined as

\[
\text{Tr} = \frac{R}{\epsilon_4}, \quad \text{where} \quad R = \sum_{i=1}^{\hat{n}} \frac{1}{N(x_i) - N(x_{i+1})},
\]

where \( \epsilon_4 \) is a constant (\( = 0.5 \), say), so that all subsequences in reduced set having \( N(x_i) \) value higher than it are regarded as the initial bio-basis strings.

The value of \( \text{Tr} \) is high if most of the \( N(x_i) \)s are large and close to each other. The above condition occurs when a small number of large clusters are present. On the other hand, if the \( N(x_i) \)s have wide variation among them, then the number of clusters with smaller size increases. Accordingly, \( \text{Tr} \) attains a lower value automatically.

Note that the main motive of introducing this threshold function lies in reducing the number of bio-basis strings. It attempts to eliminate noisy bio-basis strings (subsequence representatives having lower values of \( N(x_i) \)) from the whole subsequences. The whole approach is, therefore, data dependent.

### 6.6 QUANTITATIVE MEASURES

In this section, some quantitative indices are reported to evaluate the quality of selected bio-basis strings incorporating the concepts of nongapped pair-wise homology alignment scores and mutual information.

#### 6.6.1 Using Homology Alignment Score

On the basis of the nongapped pair-wise homology alignment scores, two indices, namely, \( \beta \) index and \( \gamma \) index, are presented next for evaluating quantitatively the quality of selected bio-basis strings.
6.6.1.1 β Index  It is defined as

\[ \beta = \frac{1}{c} \sum_{i=1}^{c} \frac{1}{n_i} \sum_{x_j \in \beta_i} \frac{h(x_j, v_i)}{h(v_i, v_i)} \]  

that is,

\[ \beta = \frac{1}{c} \sum_{i=1}^{c} \frac{1}{n_i} \sum_{x_j \in \beta_i} \text{DOR}(x_j, v_i), \]  

where \( n_i \) is the number of subsequences in the \( i \)th cluster \( \beta_i \) and \( h(x_j, v_i) \) are the nongapped pair-wise homology alignment scores, obtained using an amino acid mutation matrix, between subsequence \( x_j \) and bio-basis string \( v_i \). The \( \beta \) index is the average normalized homology alignment scores of input subsequences with respect to their corresponding bio-basis strings. A good clustering procedure for bio-basis string selection should make all input subsequences as similar to their bio-basis strings as possible. The \( \beta \) index increases with the increase in homology alignment scores within a cluster. Therefore, for a given data set and \( c \) value, the higher the homology alignment scores within the clusters, the higher would be the \( \beta \) value. The value of \( \beta \) also increases with \( c \). In an extreme case when the number of clusters is maximum, that is, \( c = n \), the total number of subsequences in the data set, we have \( \beta = 1 \). Hence, 0 < \( \beta \) ≤ 1.

6.6.1.2 γ Index  It can be defined as

\[ \gamma = \max_{i,j} \frac{1}{2} \left\{ \frac{h(v_j, v_i)}{h(v_i, v_i)} + \frac{h(v_i, v_j)}{h(v_j, v_j)} \right\} \]  

that is,

\[ \gamma = \max_{i,j} \frac{1}{2} \left\{ \text{DOR}(v_j, v_i) + \text{DOR}(v_i, v_j) \right\} \]  

0 < \( \gamma \) < 1. The \( \gamma \) index calculates the maximum normalized homology alignment score between bio-basis strings. A good clustering procedure for bio-basis string selection should make the homology alignment score between all bio-basis strings as low as possible. The \( \gamma \) index minimizes the between-cluster homology alignment score.

6.6.2 Using Mutual Information  
Using the concept of mutual information, one can measure the within-cluster and between-cluster shared information. In principle, mutual information is regarded
as a nonlinear correlation function and can be used to measure the mutual relation between a bio-basis string and the subsequences as well as the mutual relation between each pair of bio-basis strings. It is used to quantify the information shared by two objects. If two independent objects do not share much information, the mutual information value between them is small, while two highly nonlinearly correlated objects demonstrate a high mutual information value. In this case, the objects can be the bio-basis strings and the subsequences.

On the basis of the mutual information, the $\beta$ index would be as follows:

$$
\overline{\beta} = \frac{1}{c} \sum_{i=1}^{c} \frac{1}{n_i} \sum_{x_j \in \beta_i} \frac{\text{MI}(x_j, v_i)}{\text{MI}(v_i, v_i)},
$$

(6.47)

where $\text{MI}(x_i, x_j)$ is the mutual information between subsequences $x_i$ and $x_j$. The mutual information $\text{MI}(x_i, x_j)$ is defined as

$$
\text{MI}(x_i, x_j) = H(x_i) + H(x_j) - H(x_i, x_j),
$$

(6.48)

with $H(x_i)$ and $H(x_j)$ being the entropy of subsequences $x_i$ and $x_j$, respectively, and $H(x_i, x_j)$ their joint entropy. $H(x_i)$ and $H(x_i, x_j)$ are defined as

$$
H(x_i) = -p(x_i)\ln p(x_i)
$$

(6.49)

and

$$
H(x_i, x_j) = -p(x_i, x_j)\ln p(x_i, x_j)
$$

(6.50)

$p(x_i)$ and $p(x_i, x_j)$ are the a priori probability of $x_i$ and joint probability of $x_i$ and $x_j$, respectively. The $\overline{\beta}$ index is the average normalized mutual information of input subsequences with respect to their corresponding bio-basis strings. A bio-basis string selection procedure should make the shared information between all input subsequences and their bio-basis strings as high as possible. The $\overline{\beta}$ index increases with the increase in mutual information within a cluster. Therefore, for a given data set and $c$ value, the higher the mutual information within the clusters, the higher would be the $\overline{\beta}$ value. The value of $\overline{\beta}$ also increases with $c$. When $c = n$, $\overline{\beta} = 1$. Hence, $0 < \overline{\beta} \leq 1$.

Similarly, the $\gamma$ index would be

$$
\overline{\gamma} = \max_{i,j} \frac{1}{2} \left\{ \frac{\text{MI}(v_i, v_j)}{\text{MI}(v_i, v_i)} + \frac{\text{MI}(v_i, v_j)}{\text{MI}(v_j, v_j)} \right\}.
$$

(6.51)

The $\overline{\gamma}$ index calculates the maximum normalized mutual information between bio-basis strings. A good clustering procedure for bio-basis string selection should make the shared information between all bio-basis strings as low as possible. The $\overline{\gamma}$ index minimizes the between-cluster mutual information.
6.7 EXPERIMENTAL RESULTS

The performance of rough-fuzzy c-medoids (RFCMdd) [30] is compared extensively with that of various other related ones. These involve different combinations of the individual components of the hybrid scheme as well as other related schemes. The algorithms compared are (i) hard c-medoids (HCMdd) [13], (ii) rough c-medoids (RCMdd) [29, 30], (iii) fuzzy c-medoids (FCMdd) [28], (iv) possibilistic c-medoids (PCMdd) [28], (v) fuzzy-possibilistic c-medoids (FPCMdd) [29], (vi) the method proposed by Yang and Thompson using mutual information (MI) [7], and (vii) the method proposed by Berry et al. using genetic algorithms and Fisher ratio (GAFR) [5]. All the algorithms are implemented in C language and run in LINUX environment having machine configuration Pentium IV, 3.2 GHz, 1 MB cache, and 1 GB RAM.

6.7.1 Description of Data Sets

To analyze the performance of different methods, several real data sets such as five whole HIV (human immunodeficiency virus) protein sequences, Cai–Chou HIV data set [35], and caspase cleavage protein sequences are used. The initial bio-basis strings for different c-medoids algorithms, which represent crude clusters in the nonnumerical sequence space, are generated by the methodology described in Section 6.5. The Dayhoff amino acid mutation matrix [2–4] is used to calculate the nongapped pair-wise homology alignment score between two subsequences.

6.7.1.1 Five Whole HIV Protein Sequences

The HIV protease belongs to the family of aspartyl proteases, which have been well characterized as proteolytic enzymes. The catalytic component is composed of carboxyl groups from two aspartyl residues located in both NH$_2$- and COOH-terminal halves of the enzyme molecule in the HIV protease [36]. They are strongly substrate selective and cleavage specific, demonstrating their capability of cleaving large, virus-specific polypeptides called polyproteins between a specific pair of amino acids. Miller et al. showed that the cleavage sites in the HIV polyprotein can extend to an octapeptide region [37]. The amino acid residues within this octapeptide region are represented by P$_4$-P$_3$-P$_2$-P$_1$-P$_{1'}$-P$_2'$-P$_3'$-P$_{4'}$, where P$_4$-P$_3$-P$_2$-P$_1$ is the NH$_2$-terminal half and P$_{1'}$-P$_2'$-P$_3'$-P$_{4'}$ the COOH-terminal half. Their counterparts in the HIV protease are represented by S$_4$-S$_3$-S$_2$-S$_1$-S$_{1'}$-S$_2'$-S$_3'$-S$_{4'}$ [38]. The HIV protease cleavage site is exactly between P$_1$ and P$_{1'}$.

The five whole HIV protein sequences have been downloaded from the National Center for Biotechnology Information (NCBI) (www.ncbi.nlm.nih.gov). The accession numbers are AAC82593, AAG42635, AAO40777, NP_057849, and NP_057850. Details of these five sequences are included in Table 6.1. Note that MA, CA, NC, TF, PR, RT, RH, and IN are matrix protein, capsid protein, nucleocapsid core protein, transframe
TABLE 6.1 Five Whole HIV Protein Sequences from NCBI

<table>
<thead>
<tr>
<th>Accession No</th>
<th>Length</th>
<th>Cleavage Sites at P₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAC82593</td>
<td>500</td>
<td>132(MA/CA), 363(CA/p2), 377(p2/NC), 432(NC/p1), 448(p1/p6)</td>
</tr>
<tr>
<td>AAG42635</td>
<td>498</td>
<td>132(MA/CA), 363(CA/p2), 376(p2/NC), 430(NC/p1), 446(p1/p6)</td>
</tr>
<tr>
<td>AAO40777</td>
<td>500</td>
<td>132(MA/CA), 363(CA/p2), 377(p2/NC), 432(NC/p1), 448(p1/p6)</td>
</tr>
<tr>
<td>NP_057849</td>
<td>1435</td>
<td>488(TF/PR), 587(PR/RT), 1027(RT/RH), 1147(RH/IN)</td>
</tr>
<tr>
<td>NP_057850</td>
<td>500</td>
<td>132(MA/CA), 363(CA/p2), 377(p2/NC), 432(NC/p1), 448(p1/p6)</td>
</tr>
</tbody>
</table>

They are all cleavage products of the HIV protease; p1, p2, and p6 are also cleavage products [39]. For instance, 132 (MA/CA) means that the cleavage site is between the residues 132 (P₁) and 133 (P₁'), and the cleavage splits the polyprotein producing two functional proteins, the matrix protein and the capsid protein. The subsequences from each of five whole protein sequences are obtained through moving a sliding window with eight residues. Once a subsequence is produced, it is considered as functional if there is a cleavage site between P₁-P₁'; otherwise, it is labeled as nonfunctional. The total number of subsequences with eight residues in AAC82593, AAG42635, AAO40777, NP_057849, and NP_057850 are 493, 491, 493, 1428, and 493, respectively.

6.7.1.2 Cai–Chou HIV Data Set Cai and Chou [35] have described a benchmark data set of the HIV. It consists of 114 positive oligopeptides and 248 negative oligopeptides, in total 362 subsequences with 8 residues. The data set has been collected from the University of Exeter, UK.

6.7.1.3 Caspase Cleavage Data Set The programmed cell death, also known as apoptosis, is a gene-directed mechanism, which serves to regulate and control both cell death and tissue homeostasis during the development and the maturation of cells. The importance of apoptosis study is that many diseases such as cancer and ischemic damage result from apoptosis malfunction. A family of cysteine proteases called caspases, which are expressed initially in the cell as proenzymes, is the key to apoptosis [40]. As caspase cleavage is the key to programmed cell death, the study of caspase inhibitors could represent effective drugs against some diseases where blocking apoptosis is desirable. Without a careful study of caspase cleavage specificity, effective drug design could be difficult.

The 13 protein sequences containing various experimentally determined caspase cleavage sites have been downloaded from NCBI (www.ncbi.nih.gov). Table 6.2 represents the information contained in these sequences. Ci depicts the ith caspase. The total number of noncleaved subsequences is about 8340,
TABLE 6.2 Thirteen Caspase Cleavage Proteins from NCBI

<table>
<thead>
<tr>
<th>Proteins</th>
<th>Gene</th>
<th>Length</th>
<th>Cleavage Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>O00273</td>
<td>DFFA</td>
<td>331</td>
<td>117(C3), 224(C3)</td>
</tr>
<tr>
<td>Q07817</td>
<td>BCL2L1</td>
<td>233</td>
<td>61(C1)</td>
</tr>
<tr>
<td>P11862</td>
<td>GAS2</td>
<td>314</td>
<td>279(C1)</td>
</tr>
<tr>
<td>P08592</td>
<td>APP</td>
<td>770</td>
<td>672(C6)</td>
</tr>
<tr>
<td>P05067</td>
<td>APP</td>
<td>770</td>
<td>672(C6), 672(C6), 672(C6), 672(C6)</td>
</tr>
<tr>
<td>Q9JJV8</td>
<td>BCL2</td>
<td>236</td>
<td>64(C3 and C9)</td>
</tr>
<tr>
<td>P10415</td>
<td>BCL2</td>
<td>239</td>
<td>64(C3 and C9)</td>
</tr>
<tr>
<td>O43903</td>
<td>GAS2</td>
<td>313</td>
<td>278(C3)</td>
</tr>
<tr>
<td>Q12772</td>
<td>SREBF2</td>
<td>1141</td>
<td>468(C3 and C7)</td>
</tr>
<tr>
<td>Q13546</td>
<td>RIPK1</td>
<td>671</td>
<td>324(C8)</td>
</tr>
<tr>
<td>Q08378</td>
<td>GOLGA3</td>
<td>1498</td>
<td>59(C2), 139(C3), 311(C7)</td>
</tr>
<tr>
<td>O60216</td>
<td>RAD21</td>
<td>631</td>
<td>279(C3/C7)</td>
</tr>
<tr>
<td>O95155</td>
<td>UBE4B</td>
<td>1302</td>
<td>109(C3/C7), 123(C6)</td>
</tr>
</tbody>
</table>

while the number of cleaved subsequences is only 18. In total, there are 8358 subsequences with 8 residues.

6.7.2 Illustrative Example

Consider the data set NP_057849 with sequence length 1435. The number of subsequences obtained through moving a sliding window with 8 residues is 1428. The parameters generated in the DOR-based initialization method for bio-basis string selection are shown in Table 6.3 only for NP_057849 data, as an example. The values of different input parameters used are also presented in Table 6.3.

The similarity score of each subsequence in the original and reduced sets is shown in Fig. 6.3. The initial bio-basis strings for c-medoids algorithms are obtained from the reduced set using the threshold value of Tr. The initial bio-basis

TABLE 6.3 DOR-Based Initialization of Bio-Basis Strings for NP_057849

Sequence length = 1435; number of subsequences $n = 1428$
Value of $\epsilon_3 = 0.75$; number of subsequences in reduced set $\hat{n} = 223$
Value of $\epsilon_4 = 0.5$; value of Tr = 35.32; number of bio-basis strings $c = 36$

Values of fuzzifier $\hat{m}_1 = \hat{m}_2 = 2.0$; values of $w = 0.7$ and $\tilde{w} = 0.3$
Constants: $a = 0.5$ and $b = 0.5$; parameters: $\epsilon_1 = 0.001$ and $\epsilon_2 = 0.2$

Quantitative measures:
- HCMdd: $\beta = 0.643, \gamma = 0.751, \tilde{\beta} = 0.807, \tilde{\gamma} = 1.000$
- RCMdd: $\beta = 0.651, \gamma = 0.751, \tilde{\beta} = 0.822, \tilde{\gamma} = 1.000$
- FCMdd: $\beta = 0.767, \gamma = 0.701, \tilde{\beta} = 0.823, \tilde{\gamma} = 0.956$
- PCMdd: $\beta = 0.773, \gamma = 0.713, \tilde{\beta} = 0.826, \tilde{\gamma} = 0.953$
- FPCMdd: $\beta = 0.782, \gamma = 0.703, \tilde{\beta} = 0.825, \tilde{\gamma} = 0.937$
- RFCMdd: $\beta = 0.836, \gamma = 0.681, \tilde{\beta} = 0.866, \tilde{\gamma} = 0.913$
Figure 6.3 Similarity scores of subsequences of HIV protein NP_057849 considering $\epsilon_3 = 0.75$ and $\epsilon_4 = 0.50$. Similarity scores in (a) original data set and (b) reduced data set; (c) similarity scores of initial strings.

strings with similarity scores are also shown in Fig. 6.3. Each $c$-medoids algorithm is evolved using these initial bio-basis strings. The performance obtained by different $c$-medoids algorithms is shown in Table 6.3.

6.7.3 Performance Analysis

The experimental results on the data sets, reported in Section 6.7.1, are presented in Tables 6.4–6.12. Subsequent discussions analyze the results presented in these tables with respect to $\beta$, $\gamma$, $\bar{\beta}$, $\bar{\gamma}$, and execution time.

6.7.3.1 Optimum Value of Parameter $\epsilon_3$ Table 6.4 reports the values of $\beta$, $\gamma$, $\bar{\beta}$, and $\bar{\gamma}$ of different algorithms for the data set NP_057849. Results are presented for different values of $\epsilon_3$. Figure 6.4 shows the similarity scores of initial bio-basis strings as a function of $\epsilon_3$. The parameters generated from the data set NP_057849 are shown in Table 6.4. The value of $c$ is computed using the method described in Section 6.5. It may be noted that the optimal choice of $c$ is a function of the value $\epsilon_3$. From Fig. 6.4, it is seen that as the value of $\epsilon_3$ increases, the initial bio-basis strings, which represent the crude clusters,
TABLE 6.4 Performance of Different Algorithms on NP_057849

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Algorithms</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( \bar{\beta} )</th>
<th>( \bar{\gamma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_3 = 0.60 )</td>
<td>RFCMdd</td>
<td>0.736</td>
<td>0.914</td>
<td>0.817</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.722</td>
<td>0.914</td>
<td>0.809</td>
<td>1.000</td>
</tr>
<tr>
<td>( \eta = 15 )</td>
<td>PCMdd</td>
<td>0.720</td>
<td>0.914</td>
<td>0.808</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FCMDd</td>
<td>0.719</td>
<td>0.914</td>
<td>0.805</td>
<td>1.000</td>
</tr>
<tr>
<td>( Tr = 4.05 )</td>
<td>RCMdd</td>
<td>0.612</td>
<td>0.938</td>
<td>0.805</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.607</td>
<td>0.938</td>
<td>0.801</td>
<td>1.000</td>
</tr>
<tr>
<td>( \epsilon_3 = 0.65 )</td>
<td>RFCMdd</td>
<td>0.801</td>
<td>0.821</td>
<td>0.822</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.750</td>
<td>0.830</td>
<td>0.811</td>
<td>1.000</td>
</tr>
<tr>
<td>( \eta = 34 )</td>
<td>PCMdd</td>
<td>0.748</td>
<td>0.833</td>
<td>0.811</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FCMDd</td>
<td>0.746</td>
<td>0.837</td>
<td>0.811</td>
<td>1.000</td>
</tr>
<tr>
<td>( Tr = 6.02 )</td>
<td>RCMdd</td>
<td>0.632</td>
<td>0.836</td>
<td>0.807</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.618</td>
<td>0.844</td>
<td>0.800</td>
<td>1.000</td>
</tr>
<tr>
<td>( \epsilon_3 = 0.70 )</td>
<td>RFCMdd</td>
<td>0.801</td>
<td>0.819</td>
<td>0.822</td>
<td>0.982</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.752</td>
<td>0.819</td>
<td>0.816</td>
<td>0.988</td>
</tr>
<tr>
<td>( \eta = 84 )</td>
<td>PCMdd</td>
<td>0.750</td>
<td>0.825</td>
<td>0.814</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>FCMDd</td>
<td>0.746</td>
<td>0.828</td>
<td>0.811</td>
<td>0.996</td>
</tr>
<tr>
<td>( Tr = 16.58 )</td>
<td>RCMdd</td>
<td>0.635</td>
<td>0.829</td>
<td>0.812</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.621</td>
<td>0.827</td>
<td>0.803</td>
<td>1.000</td>
</tr>
<tr>
<td>( \epsilon_3 = 0.75 )</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.782</td>
<td>0.703</td>
<td>0.825</td>
<td>0.937</td>
</tr>
<tr>
<td>( \eta = 223 )</td>
<td>PCMdd</td>
<td>0.773</td>
<td>0.713</td>
<td>0.826</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>FCMDd</td>
<td>0.767</td>
<td>0.701</td>
<td>0.823</td>
<td>0.956</td>
</tr>
<tr>
<td>( Tr = 35.32 )</td>
<td>RCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.822</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.643</td>
<td>0.751</td>
<td>0.807</td>
<td>1.000</td>
</tr>
<tr>
<td>( \epsilon_3 = 0.80 )</td>
<td>RFCMdd</td>
<td>0.682</td>
<td>0.937</td>
<td>0.809</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.674</td>
<td>0.938</td>
<td>0.810</td>
<td>1.000</td>
</tr>
<tr>
<td>( \eta = 594 )</td>
<td>PCMdd</td>
<td>0.670</td>
<td>0.941</td>
<td>0.806</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>FCMDd</td>
<td>0.667</td>
<td>0.941</td>
<td>0.805</td>
<td>1.000</td>
</tr>
<tr>
<td>( Tr = 28.05 )</td>
<td>RCMdd</td>
<td>0.604</td>
<td>0.941</td>
<td>0.805</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.605</td>
<td>0.938</td>
<td>0.807</td>
<td>1.000</td>
</tr>
</tbody>
</table>

are becoming more prominent. The best result is achieved at \( \epsilon_3 = 0.75 \). The subsequences selected as initial bio-basis strings at \( \epsilon_3 = 0.75 \) have higher values of \( N(x_i) \).

It is seen from the results of Table 6.4 that the RFCMdd achieves consistently better performance than other algorithms with respect to the values of \( \beta, \gamma, \bar{\beta}, \) and \( \bar{\gamma} \) for different values of \( \epsilon_3 \). Also, the results reported in Table 6.4 establish the fact that as the value of \( \epsilon_3 \) increases, the performance of the RFCMdd also increases. The best performance with respect to the values of \( \beta, \gamma, \bar{\beta}, \) and \( \bar{\gamma} \), is achieved with \( \epsilon_3 = 0.75 \). At \( \epsilon_3 = 0.75 \), the values of \( N(x_i) \) for most of the subsequences in reduced data set are large and close to each other. So, the
threshold $T_r$ attains a higher value compared to that of other values of $\epsilon_3$. In effect, the subsequences selected as initial bio-basis strings with $\epsilon_3 = 0.75$, have higher values of $N(x_i)$. Hence, the quality of generated clusters using different $c$-medoids algorithms is better compared to other values of $\epsilon_3$.

6.7.3.2 Random versus DOR-Based Initialization Tables 6.5, 6.6, and 6.7 provide comparative results of different $c$-medoids algorithms with random initialization of bio-basis strings and the DOR-based initialization method.
### TABLE 6.6 Performance of FCMdd, PCMdd, and FPCMdd Algorithms

<table>
<thead>
<tr>
<th>Data</th>
<th>Algorithms</th>
<th>Bio-Basis</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\bar{\beta}$</th>
<th>$\bar{\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>0.655</td>
<td>0.791</td>
<td>0.821</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.814</td>
<td>0.680</td>
<td>0.901</td>
<td>0.956</td>
<td></td>
</tr>
<tr>
<td>AAC8</td>
<td>PCMdd</td>
<td>0.644</td>
<td>0.772</td>
<td>0.805</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>2593</td>
<td></td>
<td>0.815</td>
<td>0.677</td>
<td>0.904</td>
<td>0.949</td>
<td></td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>0.698</td>
<td>0.757</td>
<td>0.832</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.821</td>
<td>0.677</td>
<td>0.909</td>
<td>0.952</td>
<td></td>
</tr>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>0.698</td>
<td>0.706</td>
<td>0.818</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.807</td>
<td>0.674</td>
<td>0.892</td>
<td>0.924</td>
<td></td>
</tr>
<tr>
<td>AAC4</td>
<td>PCMdd</td>
<td>0.701</td>
<td>0.689</td>
<td>0.824</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>2635</td>
<td></td>
<td>0.811</td>
<td>0.672</td>
<td>0.897</td>
<td>0.937</td>
<td></td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>0.704</td>
<td>0.683</td>
<td>0.828</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.811</td>
<td>0.659</td>
<td>0.894</td>
<td>0.928</td>
<td></td>
</tr>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>0.718</td>
<td>0.804</td>
<td>0.842</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.817</td>
<td>0.634</td>
<td>0.912</td>
<td>0.977</td>
<td></td>
</tr>
<tr>
<td>AAO4</td>
<td>PCMdd</td>
<td>0.726</td>
<td>0.801</td>
<td>0.846</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>0777</td>
<td></td>
<td>0.821</td>
<td>0.630</td>
<td>0.911</td>
<td>0.962</td>
<td></td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>0.729</td>
<td>0.796</td>
<td>0.850</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.824</td>
<td>0.629</td>
<td>0.914</td>
<td>0.972</td>
<td></td>
</tr>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>0.606</td>
<td>0.802</td>
<td>0.811</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.767</td>
<td>0.701</td>
<td>0.823</td>
<td>0.956</td>
<td></td>
</tr>
<tr>
<td>NP_05</td>
<td>PCMdd</td>
<td>0.614</td>
<td>0.802</td>
<td>0.817</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>7849</td>
<td></td>
<td>0.773</td>
<td>0.713</td>
<td>0.826</td>
<td>0.953</td>
<td></td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>0.651</td>
<td>0.799</td>
<td>0.805</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.782</td>
<td>0.703</td>
<td>0.825</td>
<td>0.937</td>
<td></td>
</tr>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>0.648</td>
<td>0.881</td>
<td>0.796</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.784</td>
<td>0.692</td>
<td>0.886</td>
<td>0.983</td>
<td></td>
</tr>
<tr>
<td>NP_05</td>
<td>PCMdd</td>
<td>0.657</td>
<td>0.837</td>
<td>0.799</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>7850</td>
<td></td>
<td>0.801</td>
<td>0.692</td>
<td>0.889</td>
<td>0.983</td>
<td></td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>0.662</td>
<td>0.831</td>
<td>0.801</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>0.807</td>
<td>0.688</td>
<td>0.890</td>
<td>0.971</td>
<td></td>
</tr>
</tbody>
</table>

The DOR-based initialization is found to improve the performance in terms of $\beta$, $\gamma$, $\bar{\beta}$, and $\bar{\gamma}$ as well as reduce the time requirement of all $c$-medoids algorithms. It is also observed that the HCMdd with the DOR-based initialization performs similar to the RFCMdd with random initialization, although it is expected that the RFCMdd is superior to the HCMdd in partitioning subsequences. While in random initialization, different $c$-medoids algorithms get stuck in local optimums, the DOR-based scheme enables the algorithms to converge to an optimum or near-optimum solutions.
TABLE 6.7 Execution Time (milli second) of Different $c$-Medoids Algorithms

<table>
<thead>
<tr>
<th>Methods</th>
<th>Bio-Basis</th>
<th>AAC8</th>
<th>AAG4</th>
<th>AAO4</th>
<th>NP_05</th>
<th>NP_05</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFCMdd</td>
<td>Random</td>
<td>10326</td>
<td>17553</td>
<td>16218</td>
<td>316764</td>
<td>18038</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>8981</td>
<td>12510</td>
<td>13698</td>
<td>251058</td>
<td>11749</td>
</tr>
<tr>
<td>FCMdd</td>
<td>Random</td>
<td>7349</td>
<td>16342</td>
<td>11079</td>
<td>293264</td>
<td>13217</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>5898</td>
<td>11998</td>
<td>9131</td>
<td>240834</td>
<td>9174</td>
</tr>
<tr>
<td>PCMdd</td>
<td>Random</td>
<td>8217</td>
<td>13691</td>
<td>10983</td>
<td>295990</td>
<td>14372</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>5982</td>
<td>10311</td>
<td>9618</td>
<td>241033</td>
<td>9713</td>
</tr>
<tr>
<td>FPCMdd</td>
<td>Random</td>
<td>9353</td>
<td>15892</td>
<td>12669</td>
<td>295874</td>
<td>15307</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>6437</td>
<td>12133</td>
<td>12561</td>
<td>250963</td>
<td>10521</td>
</tr>
<tr>
<td>RCMdd</td>
<td>Random</td>
<td>6108</td>
<td>13816</td>
<td>8053</td>
<td>268199</td>
<td>10318</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>5691</td>
<td>8015</td>
<td>5880</td>
<td>160563</td>
<td>5895</td>
</tr>
<tr>
<td>HCMdd</td>
<td>Random</td>
<td>2359</td>
<td>2574</td>
<td>2418</td>
<td>8728</td>
<td>2164</td>
</tr>
<tr>
<td></td>
<td>DOR</td>
<td>535</td>
<td>534</td>
<td>532</td>
<td>4397</td>
<td>529</td>
</tr>
</tbody>
</table>

In effect, the execution time required for different $c$-medoids is lesser in the DOR-based initialization compared to random initialization.

6.7.3.3 Optimum Values of Parameters $m_1$, $w$, and $\epsilon_2$  The fuzzifier $m_1$ has an influence on the clustering performance of both RFCMdd and FCMdd. Similarly, the performance of both RFCMdd and RCMdd depends on the parameter $w$ and the threshold $\epsilon_2$. Tables 6.8, 6.9 and 6.10 report the performance of different $c$-medoids algorithms for different values of $m_1$, $w$ and $\epsilon_2$, respectively. The results and subsequent discussions are presented in these tables with respect to $\beta$, $\gamma$, $\beta$, and $\gamma$.

The fuzzifier $m_1$ controls the extent of membership sharing between fuzzy clusters. From Table 6.8, it is seen that as the value of $m_1$ increases, the values of $\beta$ and $\beta$ increase, while $\gamma$ and $\gamma$ decrease. The RFCMdd and FCMdd achieve their best performance with $m_1 = 2.0$ for HIV protein NP_057849, $m_1 = 1.9$ and 2.0 for Cai–Chou HIV data set, and $m_1 = 2.0$ for caspase cleavage protein sequences, respectively. But, for $m_1 > 2.0$, the performance of both algorithms decreases with the increase in $m_1$. That is, the best performance of RFCMdd and FCMdd is achieved when the fuzzy membership value of a subsequence in a cluster is equal to its normalized homology alignment score with respect to all the bio-basis strings.

The parameter $w$ has an influence on the performance of RFCMdd and RCMdd. Since the subsequences lying in lower approximation definitely belong to a cluster, they are assigned a higher weight $w$ compared to $\tilde{w}$ of the subsequences lying in boundary regions. Hence, for both RFCMdd and RCMdd, $0 < \tilde{w} < w < 1$. Table 6.9 presents the performance of RFCMdd and RCMdd for different values $w$ considering $m_1 = 2.0$ and $\epsilon_2 = 0.20$. When the subsequences
<table>
<thead>
<tr>
<th>Value of Fuzzifier</th>
<th>Algorithms</th>
<th>HIV Protein NP_057849</th>
<th></th>
<th></th>
<th>Cai–Chou HIV Data Set</th>
<th></th>
<th></th>
<th>Caspase Cleavage Proteins</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>β</td>
<td>γ</td>
<td>(\hat{\beta})</td>
<td>(\hat{\gamma})</td>
<td>β</td>
<td>γ</td>
<td>(\hat{\beta})</td>
<td>(\hat{\gamma})</td>
<td>β</td>
</tr>
<tr>
<td>1.5</td>
<td>RFCMdd</td>
<td>0.759</td>
<td>0.744</td>
<td>0.832</td>
<td>0.997</td>
<td>0.755</td>
<td>0.714</td>
<td>0.867</td>
<td>0.992</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.699</td>
<td>0.733</td>
<td>0.811</td>
<td>1.000</td>
<td>0.732</td>
<td>0.753</td>
<td>0.824</td>
<td>1.000</td>
<td>0.734</td>
</tr>
<tr>
<td>1.6</td>
<td>RFCMdd</td>
<td>0.762</td>
<td>0.717</td>
<td>0.839</td>
<td>0.966</td>
<td>0.781</td>
<td>0.692</td>
<td>0.878</td>
<td>0.979</td>
<td>0.773</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.716</td>
<td>0.726</td>
<td>0.814</td>
<td>1.000</td>
<td>0.739</td>
<td>0.749</td>
<td>0.833</td>
<td>0.994</td>
<td>0.761</td>
</tr>
<tr>
<td>1.7</td>
<td>RFCMdd</td>
<td>0.799</td>
<td>0.702</td>
<td>0.843</td>
<td>0.956</td>
<td>0.794</td>
<td>0.677</td>
<td>0.895</td>
<td>0.950</td>
<td>0.785</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.725</td>
<td>0.746</td>
<td>0.817</td>
<td>1.000</td>
<td>0.750</td>
<td>0.728</td>
<td>0.868</td>
<td>0.973</td>
<td>0.772</td>
</tr>
<tr>
<td>1.8</td>
<td>RFCMdd</td>
<td>0.814</td>
<td>0.695</td>
<td>0.852</td>
<td>0.947</td>
<td>0.818</td>
<td>0.639</td>
<td>0.907</td>
<td>0.932</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.738</td>
<td>0.729</td>
<td>0.818</td>
<td>0.985</td>
<td>0.764</td>
<td>0.695</td>
<td>0.890</td>
<td>0.954</td>
<td>0.795</td>
</tr>
<tr>
<td>1.9</td>
<td>RFCMdd</td>
<td>0.831</td>
<td>0.681</td>
<td>0.858</td>
<td>0.913</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>0.814</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.755</td>
<td>0.702</td>
<td>0.821</td>
<td>0.972</td>
<td>0.809</td>
<td>0.656</td>
<td>0.903</td>
<td>0.941</td>
<td>0.808</td>
</tr>
<tr>
<td>2.0</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.767</td>
<td>0.701</td>
<td>0.823</td>
<td>0.956</td>
<td>0.809</td>
<td>0.656</td>
<td>0.903</td>
<td>0.941</td>
<td>0.816</td>
</tr>
<tr>
<td>2.1</td>
<td>RFCMdd</td>
<td>0.835</td>
<td>0.684</td>
<td>0.861</td>
<td>0.927</td>
<td>0.811</td>
<td>0.622</td>
<td>0.908</td>
<td>0.945</td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.754</td>
<td>0.701</td>
<td>0.820</td>
<td>0.956</td>
<td>0.802</td>
<td>0.671</td>
<td>0.901</td>
<td>0.948</td>
<td>0.801</td>
</tr>
<tr>
<td>2.2</td>
<td>RFCMdd</td>
<td>0.817</td>
<td>0.699</td>
<td>0.847</td>
<td>0.931</td>
<td>0.802</td>
<td>0.640</td>
<td>0.903</td>
<td>0.958</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.751</td>
<td>0.722</td>
<td>0.813</td>
<td>0.978</td>
<td>0.767</td>
<td>0.692</td>
<td>0.892</td>
<td>0.977</td>
<td>0.798</td>
</tr>
<tr>
<td>2.3</td>
<td>RFCMdd</td>
<td>0.816</td>
<td>0.712</td>
<td>0.847</td>
<td>0.959</td>
<td>0.791</td>
<td>0.658</td>
<td>0.882</td>
<td>0.961</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.734</td>
<td>0.759</td>
<td>0.809</td>
<td>0.991</td>
<td>0.760</td>
<td>0.703</td>
<td>0.877</td>
<td>0.982</td>
<td>0.784</td>
</tr>
<tr>
<td>2.4</td>
<td>RFCMdd</td>
<td>0.802</td>
<td>0.712</td>
<td>0.835</td>
<td>0.959</td>
<td>0.774</td>
<td>0.699</td>
<td>0.878</td>
<td>0.967</td>
<td>0.792</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.712</td>
<td>0.771</td>
<td>0.808</td>
<td>1.000</td>
<td>0.752</td>
<td>0.726</td>
<td>0.876</td>
<td>0.983</td>
<td>0.763</td>
</tr>
<tr>
<td>2.5</td>
<td>RFCMdd</td>
<td>0.795</td>
<td>0.751</td>
<td>0.829</td>
<td>0.984</td>
<td>0.767</td>
<td>0.711</td>
<td>0.863</td>
<td>0.967</td>
<td>0.785</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.701</td>
<td>0.771</td>
<td>0.801</td>
<td>1.000</td>
<td>0.751</td>
<td>0.744</td>
<td>0.854</td>
<td>0.989</td>
<td>0.755</td>
</tr>
<tr>
<td>Value of $w$</td>
<td>Algorithms</td>
<td>HIV Protein NP_057849</td>
<td></td>
<td></td>
<td></td>
<td>Cai–Chou HIV Data Set</td>
<td></td>
<td></td>
<td></td>
<td>Caspase Cleavage Proteins</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.51</td>
<td>RFCMdd</td>
<td>0.632</td>
<td>0.941</td>
<td>0.742</td>
<td>1.000</td>
<td>0.684</td>
<td>0.827</td>
<td>0.806</td>
<td>1.000</td>
<td>0.683</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.604</td>
<td>0.952</td>
<td>0.719</td>
<td>1.000</td>
<td>0.649</td>
<td>0.856</td>
<td>0.782</td>
<td>1.000</td>
<td>0.668</td>
</tr>
<tr>
<td>0.55</td>
<td>RFCMdd</td>
<td>0.637</td>
<td>0.839</td>
<td>0.756</td>
<td>1.000</td>
<td>0.739</td>
<td>0.743</td>
<td>0.837</td>
<td>1.000</td>
<td>0.727</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.604</td>
<td>0.844</td>
<td>0.729</td>
<td>1.000</td>
<td>0.718</td>
<td>0.807</td>
<td>0.796</td>
<td>1.000</td>
<td>0.714</td>
</tr>
<tr>
<td>0.60</td>
<td>RFCMdd</td>
<td>0.648</td>
<td>0.750</td>
<td>0.795</td>
<td>0.983</td>
<td>0.788</td>
<td>0.708</td>
<td>0.883</td>
<td>0.991</td>
<td>0.779</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.617</td>
<td>0.766</td>
<td>0.746</td>
<td>1.000</td>
<td>0.731</td>
<td>0.733</td>
<td>0.807</td>
<td>1.000</td>
<td>0.762</td>
</tr>
<tr>
<td>0.65</td>
<td>RFCMdd</td>
<td>0.817</td>
<td>0.708</td>
<td>0.839</td>
<td>0.934</td>
<td>0.811</td>
<td>0.633</td>
<td>0.902</td>
<td>0.958</td>
<td>0.821</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.644</td>
<td>0.761</td>
<td>0.807</td>
<td>1.000</td>
<td>0.763</td>
<td>0.694</td>
<td>0.866</td>
<td>0.998</td>
<td>0.774</td>
</tr>
<tr>
<td>0.70</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.822</td>
<td>1.000</td>
<td>0.771</td>
<td>0.677</td>
<td>0.897</td>
<td>0.993</td>
<td>0.782</td>
</tr>
<tr>
<td>0.75</td>
<td>RFCMdd</td>
<td>0.819</td>
<td>0.713</td>
<td>0.844</td>
<td>0.940</td>
<td>0.807</td>
<td>0.627</td>
<td>0.899</td>
<td>0.951</td>
<td>0.838</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.647</td>
<td>0.758</td>
<td>0.806</td>
<td>1.000</td>
<td>0.764</td>
<td>0.698</td>
<td>0.871</td>
<td>1.000</td>
<td>0.771</td>
</tr>
<tr>
<td>0.80</td>
<td>RFCMdd</td>
<td>0.766</td>
<td>0.784</td>
<td>0.813</td>
<td>0.992</td>
<td>0.793</td>
<td>0.651</td>
<td>0.874</td>
<td>0.978</td>
<td>0.817</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.645</td>
<td>0.821</td>
<td>0.792</td>
<td>1.000</td>
<td>0.753</td>
<td>0.704</td>
<td>0.864</td>
<td>1.000</td>
<td>0.753</td>
</tr>
<tr>
<td>0.85</td>
<td>RFCMdd</td>
<td>0.713</td>
<td>0.839</td>
<td>0.802</td>
<td>1.000</td>
<td>0.781</td>
<td>0.692</td>
<td>0.853</td>
<td>0.991</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.642</td>
<td>0.861</td>
<td>0.785</td>
<td>1.000</td>
<td>0.747</td>
<td>0.718</td>
<td>0.847</td>
<td>1.000</td>
<td>0.736</td>
</tr>
<tr>
<td>0.90</td>
<td>RFCMdd</td>
<td>0.648</td>
<td>0.841</td>
<td>0.788</td>
<td>1.000</td>
<td>0.748</td>
<td>0.711</td>
<td>0.829</td>
<td>1.000</td>
<td>0.761</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.641</td>
<td>0.862</td>
<td>0.781</td>
<td>1.000</td>
<td>0.736</td>
<td>0.727</td>
<td>0.821</td>
<td>1.000</td>
<td>0.708</td>
</tr>
<tr>
<td>0.95</td>
<td>RFCMdd</td>
<td>0.639</td>
<td>0.862</td>
<td>0.759</td>
<td>1.000</td>
<td>0.702</td>
<td>0.774</td>
<td>0.818</td>
<td>1.000</td>
<td>0.728</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.635</td>
<td>0.865</td>
<td>0.761</td>
<td>1.000</td>
<td>0.698</td>
<td>0.781</td>
<td>0.815</td>
<td>1.000</td>
<td>0.681</td>
</tr>
<tr>
<td>0.99</td>
<td>RFCMdd</td>
<td>0.602</td>
<td>0.968</td>
<td>0.736</td>
<td>1.000</td>
<td>0.671</td>
<td>0.813</td>
<td>0.802</td>
<td>1.000</td>
<td>0.675</td>
</tr>
<tr>
<td></td>
<td>RCMdd</td>
<td>0.601</td>
<td>0.968</td>
<td>0.736</td>
<td>1.000</td>
<td>0.671</td>
<td>0.813</td>
<td>0.802</td>
<td>1.000</td>
<td>0.674</td>
</tr>
<tr>
<td>Value of $\epsilon_2$</td>
<td>Algorithms</td>
<td>HIV Protein NP_057849</td>
<td>Cai–Chou HIV Data Set</td>
<td>Caspase Cleavage Proteins</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>--------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta$</td>
<td>$\gamma$</td>
<td>$\bar{\beta}$</td>
<td>$\bar{\gamma}$</td>
<td>$\beta$</td>
<td>$\gamma$</td>
<td>$\bar{\beta}$</td>
<td>$\bar{\gamma}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>0.00</td>
<td>RFCMdd</td>
<td>0.643</td>
<td>0.751</td>
<td>0.807</td>
<td>1.000</td>
<td>0.713</td>
<td>0.782</td>
<td>0.817</td>
<td>1.000</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.643</td>
<td>0.751</td>
<td>0.807</td>
<td>1.000</td>
<td>0.713</td>
<td>0.782</td>
<td>0.817</td>
<td>1.000</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.704</td>
<td>0.723</td>
<td>0.812</td>
<td>1.000</td>
<td>0.753</td>
<td>0.707</td>
<td>0.868</td>
<td>1.000</td>
<td>0.766</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.644</td>
<td>0.751</td>
<td>0.810</td>
<td>1.000</td>
<td>0.716</td>
<td>0.754</td>
<td>0.839</td>
<td>1.000</td>
<td>0.723</td>
</tr>
<tr>
<td>0.05</td>
<td>RFCMdd</td>
<td>0.793</td>
<td>0.709</td>
<td>0.837</td>
<td>0.981</td>
<td>0.794</td>
<td>0.683</td>
<td>0.882</td>
<td>0.991</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.647</td>
<td>0.751</td>
<td>0.814</td>
<td>1.000</td>
<td>0.738</td>
<td>0.726</td>
<td>0.841</td>
<td>1.000</td>
<td>0.738</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.811</td>
<td>0.702</td>
<td>0.855</td>
<td>0.946</td>
<td>0.806</td>
<td>0.629</td>
<td>0.902</td>
<td>0.964</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.819</td>
<td>1.000</td>
<td>0.744</td>
<td>0.694</td>
<td>0.856</td>
<td>1.000</td>
<td>0.764</td>
</tr>
<tr>
<td>0.10</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.822</td>
<td>1.000</td>
<td>0.771</td>
<td>0.677</td>
<td>0.897</td>
<td>0.993</td>
<td>0.782</td>
</tr>
<tr>
<td>0.15</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.707</td>
<td>0.852</td>
<td>0.936</td>
<td>0.811</td>
<td>0.638</td>
<td>0.907</td>
<td>0.952</td>
<td>0.814</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.792</td>
<td>0.819</td>
<td>1.000</td>
<td>0.759</td>
<td>0.698</td>
<td>0.881</td>
<td>1.000</td>
<td>0.767</td>
</tr>
<tr>
<td>0.20</td>
<td>RFCMdd</td>
<td>0.817</td>
<td>0.718</td>
<td>0.844</td>
<td>0.990</td>
<td>0.805</td>
<td>0.681</td>
<td>0.894</td>
<td>0.988</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.648</td>
<td>0.828</td>
<td>0.801</td>
<td>1.000</td>
<td>0.738</td>
<td>0.731</td>
<td>0.878</td>
<td>1.000</td>
<td>0.741</td>
</tr>
<tr>
<td>0.25</td>
<td>RFCMdd</td>
<td>0.811</td>
<td>0.702</td>
<td>0.855</td>
<td>0.946</td>
<td>0.806</td>
<td>0.629</td>
<td>0.902</td>
<td>0.964</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.819</td>
<td>1.000</td>
<td>0.744</td>
<td>0.694</td>
<td>0.856</td>
<td>1.000</td>
<td>0.764</td>
</tr>
<tr>
<td>0.30</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>0.839</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.822</td>
<td>1.000</td>
<td>0.771</td>
<td>0.677</td>
<td>0.897</td>
<td>0.993</td>
<td>0.782</td>
</tr>
<tr>
<td>0.35</td>
<td>RFCMdd</td>
<td>0.817</td>
<td>0.718</td>
<td>0.844</td>
<td>0.990</td>
<td>0.805</td>
<td>0.681</td>
<td>0.894</td>
<td>0.988</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.648</td>
<td>0.828</td>
<td>0.801</td>
<td>1.000</td>
<td>0.738</td>
<td>0.731</td>
<td>0.878</td>
<td>1.000</td>
<td>0.741</td>
</tr>
<tr>
<td>0.40</td>
<td>RFCMdd</td>
<td>0.811</td>
<td>0.702</td>
<td>0.855</td>
<td>0.946</td>
<td>0.806</td>
<td>0.629</td>
<td>0.902</td>
<td>0.964</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.819</td>
<td>1.000</td>
<td>0.744</td>
<td>0.694</td>
<td>0.856</td>
<td>1.000</td>
<td>0.764</td>
</tr>
<tr>
<td>0.45</td>
<td>RFCMdd</td>
<td>0.716</td>
<td>0.833</td>
<td>0.796</td>
<td>1.000</td>
<td>0.732</td>
<td>0.783</td>
<td>0.850</td>
<td>1.000</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.617</td>
<td>0.957</td>
<td>0.792</td>
<td>1.000</td>
<td>0.667</td>
<td>0.817</td>
<td>0.803</td>
<td>1.000</td>
<td>0.678</td>
</tr>
<tr>
<td>0.50</td>
<td>RFCMdd</td>
<td>0.708</td>
<td>0.864</td>
<td>0.781</td>
<td>1.000</td>
<td>0.713</td>
<td>0.805</td>
<td>0.813</td>
<td>1.000</td>
<td>0.684</td>
</tr>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.617</td>
<td>0.962</td>
<td>0.781</td>
<td>1.000</td>
<td>0.659</td>
<td>0.836</td>
<td>0.793</td>
<td>1.000</td>
<td>0.659</td>
</tr>
</tbody>
</table>
### TABLE 6.11 Comparative Performance of Different Methods

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Algorithms</th>
<th>β</th>
<th>γ</th>
<th>β̅</th>
<th>γ̅</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.847</td>
<td>0.633</td>
<td>0.913</td>
<td>0.916</td>
<td>8981</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.821</td>
<td>0.677</td>
<td>0.909</td>
<td>0.952</td>
<td>6437</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.815</td>
<td>0.677</td>
<td>0.904</td>
<td>0.949</td>
<td>5982</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.814</td>
<td>0.680</td>
<td>0.901</td>
<td>0.956</td>
<td>5898</td>
</tr>
<tr>
<td></td>
<td>RCMDdd</td>
<td>0.815</td>
<td>0.677</td>
<td>0.872</td>
<td>0.983</td>
<td>5691</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.719</td>
<td>0.702</td>
<td>0.852</td>
<td>1.000</td>
<td>535</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.764</td>
<td>0.788</td>
<td>0.906</td>
<td>0.977</td>
<td>8617</td>
</tr>
<tr>
<td></td>
<td>GAFF</td>
<td>0.736</td>
<td>0.814</td>
<td>0.826</td>
<td>1.000</td>
<td>12213</td>
</tr>
<tr>
<td>AAC8 2593</td>
<td>RFCMdd</td>
<td>0.831</td>
<td>0.611</td>
<td>0.912</td>
<td>0.957</td>
<td>12510</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.811</td>
<td>0.659</td>
<td>0.894</td>
<td>0.928</td>
<td>12133</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.811</td>
<td>0.672</td>
<td>0.897</td>
<td>0.937</td>
<td>10311</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.807</td>
<td>0.674</td>
<td>0.892</td>
<td>0.924</td>
<td>11998</td>
</tr>
<tr>
<td></td>
<td>RCMDdd</td>
<td>0.768</td>
<td>0.681</td>
<td>0.882</td>
<td>1.000</td>
<td>8015</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.714</td>
<td>0.664</td>
<td>0.853</td>
<td>1.000</td>
<td>534</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.732</td>
<td>0.637</td>
<td>0.829</td>
<td>0.989</td>
<td>13082</td>
</tr>
<tr>
<td></td>
<td>GAFF</td>
<td>0.707</td>
<td>0.713</td>
<td>0.801</td>
<td>1.000</td>
<td>12694</td>
</tr>
<tr>
<td>AAG4 2635</td>
<td>RFCMdd</td>
<td>0.856</td>
<td>0.613</td>
<td>0.930</td>
<td>0.947</td>
<td>13698</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.824</td>
<td>0.629</td>
<td>0.914</td>
<td>0.972</td>
<td>12561</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.821</td>
<td>0.630</td>
<td>0.911</td>
<td>0.962</td>
<td>9618</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.817</td>
<td>0.634</td>
<td>0.912</td>
<td>0.977</td>
<td>9131</td>
</tr>
<tr>
<td></td>
<td>RCMDdd</td>
<td>0.809</td>
<td>0.633</td>
<td>0.879</td>
<td>0.977</td>
<td>5880</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.794</td>
<td>0.723</td>
<td>0.881</td>
<td>1.000</td>
<td>532</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.801</td>
<td>0.827</td>
<td>0.890</td>
<td>0.982</td>
<td>12974</td>
</tr>
<tr>
<td></td>
<td>GAFF</td>
<td>0.773</td>
<td>0.912</td>
<td>0.863</td>
<td>1.000</td>
<td>11729</td>
</tr>
<tr>
<td>AAO4 0777</td>
<td>RFCMdd</td>
<td>0.836</td>
<td>0.681</td>
<td>0.866</td>
<td>0.913</td>
<td>251058</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.782</td>
<td>0.703</td>
<td>0.825</td>
<td>0.937</td>
<td>250963</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.773</td>
<td>0.713</td>
<td>0.826</td>
<td>0.953</td>
<td>241033</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.767</td>
<td>0.701</td>
<td>0.823</td>
<td>0.956</td>
<td>240834</td>
</tr>
<tr>
<td></td>
<td>RCMDdd</td>
<td>0.651</td>
<td>0.751</td>
<td>0.822</td>
<td>1.000</td>
<td>160563</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.643</td>
<td>0.751</td>
<td>0.807</td>
<td>1.000</td>
<td>4397</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.637</td>
<td>0.854</td>
<td>0.802</td>
<td>1.000</td>
<td>250138</td>
</tr>
<tr>
<td></td>
<td>GAFF</td>
<td>0.646</td>
<td>0.872</td>
<td>0.811</td>
<td>1.000</td>
<td>291413</td>
</tr>
</tbody>
</table>

of both lower approximation and boundary region are assigned approximately equal weights, the performance of RFCMdd and RCMdd is significantly poorer than the HCMdd. As the value of \( w \) increases, the values of \( \beta \) and \( \bar{\beta} \) increase, while \( \gamma \) and \( \bar{\gamma} \) decrease. The best performance of both algorithms is achieved with \( w = 0.70 \). The performance significantly reduces with \( w \simeq 1.00 \). In this case, since the clusters cannot see the subsequences of boundary regions, the mobility of the clusters and the bio-basis strings reduces. As a result, some bio-basis strings get stuck in local optimum. On the other hand, when the value
### TABLE 6.12 Comparative Performance of Different Methods

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Algorithms</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\bar{\beta}$</th>
<th>$\bar{\gamma}$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RFCMdd</td>
<td>0.851</td>
<td>0.629</td>
<td>0.911</td>
<td>0.928</td>
<td>11749</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.807</td>
<td>0.688</td>
<td>0.890</td>
<td>0.971</td>
<td>10521</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.801</td>
<td>0.692</td>
<td>0.889</td>
<td>0.983</td>
<td>9713</td>
</tr>
<tr>
<td>NP_05 7850</td>
<td>RFCMdd</td>
<td>0.784</td>
<td>0.692</td>
<td>0.886</td>
<td>0.983</td>
<td>9174</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.758</td>
<td>0.702</td>
<td>0.826</td>
<td>0.993</td>
<td>5895</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.714</td>
<td>0.719</td>
<td>0.801</td>
<td>1.000</td>
<td>529</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.736</td>
<td>0.829</td>
<td>0.833</td>
<td>1.000</td>
<td>9827</td>
</tr>
<tr>
<td></td>
<td>GAFR</td>
<td>0.741</td>
<td>0.914</td>
<td>0.809</td>
<td>1.000</td>
<td>10873</td>
</tr>
<tr>
<td>HIV data</td>
<td>RFCMdd</td>
<td>0.829</td>
<td>0.618</td>
<td>0.911</td>
<td>0.927</td>
<td>6217</td>
</tr>
<tr>
<td></td>
<td>FPCMdd</td>
<td>0.816</td>
<td>0.640</td>
<td>0.904</td>
<td>0.935</td>
<td>6198</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.811</td>
<td>0.649</td>
<td>0.903</td>
<td>0.941</td>
<td>4062</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.809</td>
<td>0.656</td>
<td>0.903</td>
<td>0.941</td>
<td>4083</td>
</tr>
<tr>
<td></td>
<td>RCMMdd</td>
<td>0.771</td>
<td>0.677</td>
<td>0.897</td>
<td>0.993</td>
<td>3869</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.713</td>
<td>0.782</td>
<td>0.817</td>
<td>1.000</td>
<td>718</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.764</td>
<td>0.774</td>
<td>0.890</td>
<td>1.000</td>
<td>6125</td>
</tr>
<tr>
<td></td>
<td>GAFR</td>
<td>0.719</td>
<td>0.794</td>
<td>0.811</td>
<td>1.000</td>
<td>7016</td>
</tr>
<tr>
<td>Caspase</td>
<td>RFCMdd</td>
<td>0.839</td>
<td>0.608</td>
<td>0.942</td>
<td>0.944</td>
<td>513704</td>
</tr>
<tr>
<td>cleavage</td>
<td>FPCMdd</td>
<td>0.821</td>
<td>0.643</td>
<td>0.918</td>
<td>0.950</td>
<td>513406</td>
</tr>
<tr>
<td></td>
<td>PCMdd</td>
<td>0.817</td>
<td>0.658</td>
<td>0.907</td>
<td>0.950</td>
<td>510802</td>
</tr>
<tr>
<td></td>
<td>FCMdd</td>
<td>0.816</td>
<td>0.662</td>
<td>0.901</td>
<td>0.953</td>
<td>510961</td>
</tr>
<tr>
<td></td>
<td>RCMMdd</td>
<td>0.782</td>
<td>0.673</td>
<td>0.887</td>
<td>1.000</td>
<td>473380</td>
</tr>
<tr>
<td></td>
<td>HCMdd</td>
<td>0.707</td>
<td>0.698</td>
<td>0.862</td>
<td>1.000</td>
<td>8326</td>
</tr>
<tr>
<td></td>
<td>MI</td>
<td>0.732</td>
<td>0.728</td>
<td>0.869</td>
<td>1.000</td>
<td>511628</td>
</tr>
<tr>
<td></td>
<td>GAFR</td>
<td>0.713</td>
<td>0.715</td>
<td>0.821</td>
<td>1.000</td>
<td>536571</td>
</tr>
</tbody>
</table>

of $w = 0.70$, the subsequences of lower approximations are assigned a higher weight compared to that of boundary regions as well as the clusters and the bio-basis strings have a greater degree of freedom to move. In effect, the quality of generated clusters is better compared to other values of $w$.

The performance of RFCMdd and RCMdd also depends on the value of $\epsilon_2$, which determines the class labels of all the subsequences. In other words, the RFCMdd and RCMdd partition the data set of a cluster into two classes, namely, lower approximation and boundary, based on the value of $\epsilon_2$. Table 6.10 presents the comparative performance of RFCMdd and RCMdd for different values of $\epsilon_2$ considering $m_1 = 2.0$ and $w = 0.70$. For $\epsilon_2 = 0.0$, all the subsequences will be in lower approximations of different clusters and $B(\beta_i) = \emptyset, \forall i$. In effect, both RFCMdd and RCMdd reduce to conventional HCMdd. On the other hand, for $\epsilon_2 = 1.0$, $A(\beta_i) = \emptyset, \forall i$ and all the subsequences will be in the boundary regions of different clusters. That is, the RFCMdd boils down to the FCMdd. The best performance of RFCMdd and RCMdd with respect to $\beta, \bar{\beta}, \gamma,$ and $\bar{\gamma}$ is achieved with $\epsilon_2 = 0.2$, which is approximately equal to the average difference
Figure 6.4  Similarity scores of initial bio-basis strings of HIV protein NP_057849 for different values of $\epsilon_3$ considering $\epsilon_4 = 0.50$. (a) $\epsilon_3 = 0.60$ and $Tr = 4.05$, (b) $\epsilon_3 = 0.65$ and $Tr = 6.02$, (c) $\epsilon_3 = 0.70$ and $Tr = 16.58$, (d) $\epsilon_3 = 0.75$ and $Tr = 35.32$, (e) $\epsilon_3 = 0.80$ and $Tr = 28.05$.

of highest and second highest fuzzy membership values of all the subsequences. In practice, we find that both RFCMdd and RCMdd work well for $\epsilon_2 = \delta$, where

$$\delta = \frac{1}{n} \sum_{j=1}^{n} (\mu_{ij} - \mu_{kj}),$$

(6.52)
where \( n \) is the total number of subsequences, \( \mu_{ij} \) and \( \mu_{kj} \) are the highest and second highest fuzzy membership values of the subsequence \( x_j \), respectively. The values of \( \delta \) for HIV protein NP_057849, Cai–Chou HIV data set, and caspase cleavage proteins are 0.197, 0.201, and 0.198, respectively.

6.7.3.4 Comparative Performance of Different Algorithms

Finally, Tables 6.11 and 6.12 provide the comparative results of different algorithms for the protein sequences reported in Section 6.7.1. It is seen that the RFCMdd with the DOR-based initialization produces bio-basis strings having the highest \( \beta \) and \( \bar{\beta} \) values and lowest \( \gamma \) and \( \bar{\gamma} \) values for all the cases. Tables 6.11 and 6.12 also provide execution time (in millisecond) of different algorithms for all protein data sets. The execution time required for the RFCMdd is comparable to MI and GAFR. For the HCMdd, although the execution time is less, the performance is significantly poorer than that of RCMdd, FCMdd, PCMdd, FPCMdd, and RFCMdd.

The following conclusions can be drawn from the results reported in Tables 6.4–6.12:

1. It is observed that the RFCMdd is superior to the HCMdd both with random and the DOR-based initialization. However, the HCMdd requires considerably lesser time compared to the RFCMdd. But, the performance of the HCMdd is significantly poorer than the RFCMdd. The performance of FCMdd, PCMdd, FPCMdd, and RCMdd are intermediate between RFCMdd and HCMdd.

2. The DOR-based initialization is found to improve the values of \( \beta \), \( \gamma \), \( \bar{\beta} \), and \( \bar{\gamma} \) as well as reduce the time requirement substantially for all \( c \)-medoids algorithms.

3. Use of rough sets and fuzzy sets adds a small computational load to the HCMdd algorithm; however, the corresponding integrated methods (FCMdd, PCMdd, FPCMdd, RCMdd, and RFCMdd) show a definite increase in \( \beta \) and \( \bar{\beta} \) values and decrease in \( \gamma \) and \( \bar{\gamma} \) values.

4. Integration of three components, namely, rough sets, fuzzy sets, and \( c \)-medoids, in the RFCMdd algorithm produces a minimum set of most informative bio-basis strings in the least computation time compared to both MI and GAFR.

5. It is observed that the RFCMdd algorithm requires significantly lesser time compared to both MI and GAFR having comparable performance. Reduction in time is achieved because of the DOR-based initialization. The DOR-based initialization reduces the convergence time of the RFCMdd algorithm considerably compared to random initialization.

The best performance of the RFCMdd algorithm in terms of \( \beta \), \( \gamma \), \( \bar{\beta} \), and \( \bar{\gamma} \) is achieved because of the following three reasons:
1. The DOR-based initialization of bio-basis strings enables the algorithm to converge to optimum or near-optimum solutions;
2. Membership function of fuzzy sets handles efficiently overlapping partitions.
3. The concept of lower and upper bounds of rough sets deals with uncertainty, vagueness, and incompleteness in class definition.

In effect, the minimum set of bio-basis strings having maximum information is obtained using the RFCMdd algorithm.

6.8 CONCLUSION AND DISCUSSION

This chapter deals with the problem of relational clustering under uncertainty. Different relational clustering algorithms, including rough-fuzzy $c$-medoids, are described. The rough-fuzzy $c$-medoids comprise a judicious integration of the principles of rough sets, fuzzy sets, and $c$-medoids algorithm. While the membership function of fuzzy sets enables efficient handling of overlapping partitions, the concept of lower and upper bounds of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. The concept of crisp lower bound and fuzzy boundary of a class, introduced in the rough-fuzzy $c$-medoids algorithm, enables efficient partitioning of relational objects.

The effectiveness of the rough-fuzzy $c$-medoids algorithm, along with a comparison with other $c$-medoids algorithms, is demonstrated for selection of the most informative bio-basis strings. The concept of DOR is found to be successful in effectively circumventing the initialization and local minima problems of iterative refinement clustering algorithms such as $c$-medoids. In addition, this concept enables efficient selection of a minimum set of most informative bio-basis strings compared to existing methods.

The methodology of integrating rough sets, fuzzy sets, and the $c$-medoids algorithm is general in the sense that it is applicable to situations in which the objects to be clustered cannot be represented by numerical features, rather, only represented with similarity or dissimilarity between pairs of objects. In effect, it can be used in several problems of web mining and bioinformatics if a similarity or dissimilarity measure can be defined to quantify the DOR between pairs of objects.
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CLUSTERING FUNCTIONALLY SIMILAR GENES FROM MICROARRAY DATA

7.1 INTRODUCTION

Microarray technology is one of the important biotechnological means that has made it possible to simultaneously monitor the expression levels of thousands of genes during important biological processes (BP) and across collections of related samples [1–3]. An important application of microarray data is to elucidate the patterns hidden in gene expression data for an enhanced understanding of functional genomics.

A microarray gene expression data set can be represented by an expression table, where each row corresponds to one particular gene, each column to a sample or time point, and each entry of the matrix is the measured expression level of a particular gene in a sample or time point, respectively [1–3]. However, the large number of genes and the complexity of biological networks greatly increase the challenges of comprehending and interpreting the resulting mass of data, which often consists of millions of measurements. A first step toward addressing this challenge is the use of clustering techniques, which is essential in the pattern recognition process to reveal natural structures and identify interesting patterns in the underlying data [4].

Cluster analysis is a technique to find natural groups present in the gene set. It divides a given gene set into a set of clusters in such a way that two genes from the same cluster are as similar as possible and the genes from different clusters are as dissimilar as possible [2, 3]. To understand gene function, gene regulation,
cellular processes, and subtypes of cells, clustering techniques have proved to be helpful. The co-expressed genes, that is, genes with similar expression patterns, can be clustered together with similar cellular functions. This approach may provide further understanding of the functions of many genes for which information has not been previously available [5, 6]. Furthermore, co-expressed genes in the same cluster are likely to be involved in the same cellular processes, and a strong correlation of expression patterns between those genes indicates co-regulation. Searching for common DNA sequences at the promoter regions of genes within the same cluster allows regulatory motifs specific to each gene cluster to be identified and cis-regulatory elements to be proposed [6, 7]. The inference of regulation through the gene expression data clustering also gives rise to hypotheses regarding the mechanism of the transcriptional regulatory network [8].

The purpose of gene clustering is to group together co-expressed genes that indicate co-function and co-regulation. Owing to the special characteristics of gene expression data, and the particular requirements from the biological domain, gene clustering presents several new challenges and is still an open problem. The cluster analysis is typically the first step in data mining and knowledge discovery. The purpose of clustering gene expression data is to reveal the natural data structures and gain some initial insights regarding data distribution. Therefore, a good clustering algorithm should depend as little as possible on prior knowledge, which is usually not available before cluster analysis. A clustering algorithm that can accurately estimate the true number of clusters in the data set would be more favored than one requiring the predetermined number of clusters.

However, gene expression data often contains a huge amount of noise due to the complex procedures of microarray experiments. Hence, clustering algorithms for gene expression data should be capable of extracting useful information from a high level of background noise. Also, the empirical study has demonstrated that gene expression data are often highly connected [9], and clusters may be highly overlapping with each other or even embedded one in another [10]. Therefore, gene clustering algorithms should be able to effectively handle this situation.

This chapter deals with the application of different rough-fuzzy clustering algorithms for clustering functionally similar genes from microarray gene expression data sets. Details of these algorithms are reported in Chapter 3 and in Maji and Pal [11, 12]. The effectiveness of the algorithms, along with a comparison with other related gene clustering algorithms, is demonstrated on a set of microarray gene expression data sets using some standard validity indices.

The rest of this chapter is organized as follows: Section 7.2 reports a brief overview of different gene clustering algorithms. Several quantitative and qualitative performance measures are reported in Section 7.3 to evaluate the quality of gene clusters. A brief description of different microarray gene expression data sets is presented in Section 7.4. Implementation details, experimental results, and a comparison among different algorithms are presented in Section 7.5. Concluding remarks are given in Section 7.6.
7.2 CLUSTERING GENE EXPRESSION DATA

Clustering is one of the major tasks in gene expression data analysis. When applied to gene expression data analysis, clustering algorithms can be applied on both gene and sample dimensions [4, 13]. The conventional clustering methods group a subset of genes that are interdependent or correlated with each other. In other words, genes in a cluster are more correlated with each other, whereas genes in different clusters are less correlated [13]. After clustering genes, a reduced set of genes can be selected for further analysis. The conventional gene clustering methods allow genes with similar expression patterns, that is, co-expressed genes, to be identified [4]. Different clustering techniques such as hierarchical clustering [14], \( k \)-means algorithm [15], self-organizing map (SOM)[16], principal component analysis [17], graph-theoretical approaches [18–21], model-based clustering [22–25], density-based approach [10], and fuzzy clustering algorithms [26, 27] have been widely applied to find groups of co-expressed genes from microarray data. This section presents a brief overview of different clustering algorithms that have been applied to group genes. A comprehensive survey of various gene clustering algorithms can also be found in Jiang et al. [4].

7.2.1 \( k \)-Means Algorithm

The \( k \)-means or hard \( c \)-means (HCM) algorithm [15] is a typical partition-based clustering method. A brief description of this algorithm is reported in Chapter 3. Given a prespecified number \( k \), the algorithm partitions the data set into \( k \) disjoint subsets. However, it has several drawbacks as a gene clustering algorithm. As the number of gene clusters in a gene expression data set is usually unknown in advance, the users usually run the algorithms repeatedly with different values of \( k \) and compare the clustering results to detect the optimal number of clusters. This extensive parameter fine-tuning process may not be practical for a large gene expression data set containing thousands of genes. Also, as the \( k \)-means algorithm forces each gene into a cluster, it may cause the algorithm to be sensitive to noise present in the gene expression data sets. Recently, several new clustering algorithms have been proposed to overcome the drawbacks of the \( k \)-means algorithm. These algorithms typically use some global parameters such as the maximal radius of a cluster and/or the minimal distance between clusters to control the quality of resulting clusters. Clustering is the process of extracting all of the qualified clusters from the data set. In this way, the number of clusters can be automatically determined and those data objects that do not belong to any qualified clusters are regarded as outliers. However, the qualities of clusters in gene expression data sets may vary widely. Hence, it is often a difficult problem to choose the appropriate globally constraining parameters [4].

7.2.2 Self-Organizing Map

In an SOM [16], a prespecified number and an initial spatial structure of clusters are required. However, this may be hard to come up with in real problems.
Furthermore, if the data set is abundant with irrelevant data points such as genes with invariant patterns, the SOM may produce an output in which this type of data will populate the vast majority of clusters. In this case, the SOM is not effective because most of the interesting patterns may be merged into only one or two clusters and cannot be identified [4].

### 7.2.3 Hierarchical Clustering

The partition-based clustering such as \( k \)-means algorithm directly decomposes the data set into a set of disjointed clusters. In contrast, hierarchical clustering generates a hierarchical series of nested clusters that can be graphically represented by a tree, called *dendrogram*. The branches of a dendrogram not only record the formation of the clusters but also indicate the similarity between the clusters. By cutting the dendrogram at some level, one can obtain a specified number of clusters. By reordering the objects such that the branches of the corresponding dendrogram do not cross, the data set can be arranged with similar objects placed together [4]. The hierarchical clustering identifies sets of correlated genes with similar behavior across the samples, but yields thousands of clusters in a treelike structure, which makes the identification of functional groups very difficult [14].

### 7.2.4 Graph-Theoretical Approach

Graph-theoretical clustering techniques are explicitly presented in terms of a graph, where each gene corresponds to a vertex. For some clustering methods, each pair of genes is connected by an edge with weight assigned according to the proximity value between the genes [20, 21]. For other methods, proximity is mapped only to either 0 or 1 on the basis of some threshold [18, 19]. Hence, this approach converts the problem of clustering a gene set into graph-theoretical problems as finding minimum cut or maximal cliques in the proximity graph.

The CLICK (cluster identification via connectivity kernels) [20] seeks to identify highly connected components in the proximity graph as clusters. It makes the probabilistic assumption that after standardization, pairwise similarity values between elements are normally distributed, no matter whether they are in the same cluster or not. Under this assumption, the weight of an edge between two vertices is defined as the probability that two vertices are in the same cluster. The clustering process of the CLICK iteratively finds the minimum cut in the proximity graph and recursively splits the gene set into a set of connected components from the minimum cut. The CLICK also takes two postpruning steps, namely, adoption and merging, to refine the clustering results. The adoption step handles the remaining singletons and updates the current clusters, whereas the merging step iteratively merges two clusters with similarity exceeding a predefined threshold.

In Shamir and Sharan [20], the clustering results of the CLICK on two public gene expression data sets are compared with those of the gene cluster
[16], a SOM approach, and Eisen’s hierarchical approach [5], respectively. In both cases, clusters obtained by CLICK demonstrated better quality in terms of homogeneity and separation. However, CLICK has little guarantee of not going astray and generating highly unbalanced partitions. Furthermore, in gene expression data, two clusters of co-expressed genes may be highly overlapping with each other. In such situations, the CLICK is not able to split them and reports as one highly connected component.

Ben-Dor et al. [18] have presented both a theoretical algorithm and a practical heuristic called CAST (cluster affinity search technique). The CAST takes as input a real, symmetric similarity matrix and an affinity threshold. The algorithm searches the clusters one at a time. It alternates between adding high affinity elements to the current cluster and removing low affinity elements from it. When the process stabilizes, the current cluster is considered as a complete cluster, and this process continues with each new cluster until all elements have been assigned to a cluster. The affinity threshold of the CAST algorithm is actually the average of pairwise similarities within a cluster. The CAST specifies the desired cluster quality through the affinity threshold and applies a heuristic searching process to identify qualified clusters one at a time. Therefore, the CAST does not depend on a user-defined number of clusters and deals with outliers effectively. However, the CAST has the usual difficulty in determining a good value for the global affinity threshold [4].

7.2.5 Model-Based Clustering

The model-based clustering approaches [22–25] provide a statistical framework to model the cluster structure of gene expression data. The data set is assumed to come from a finite mixture of underlying probability distributions, with each component corresponding to a different cluster. The goal is to estimate the parameters that maximize the likelihood. Usually, the parameters are estimated by the expectation maximization (EM) algorithm. The EM algorithm iterates between expectation (E) and maximization (M) steps. In the E step, hidden parameters are conditionally estimated from the data with the current estimated model parameter. In the M step, model parameters are estimated so as to maximize the likelihood of complete data given the estimated hidden parameters. When the EM algorithm converges, each gene is assigned to the component or cluster with the maximum conditional probability [4].

An important advantage of model-based approaches is that they provide an estimated probability about the belongingness of a gene to a cluster. As gene expression data are typically highly connected, there may be instances in which a single gene has a high correlation with two different clusters. Hence, the probabilistic feature of model-based clustering is particularly suitable for gene expression data. However, model-based clustering relies on the assumption that the gene set fits a specific distribution. This may not be true in many cases. Several kinds of commonly used data transformations have been studied by Yeung et al. [25] to fit gene expression data sets.
7.2.6 Density-Based Hierarchical Approach

A density-based hierarchical clustering method, called the DHC, is proposed in Jiang et al. [10] to identify the co-expressed gene groups from gene expression data. The DHC is developed on the basis of the notions of density and attraction of data objects. The basic idea is to consider a cluster as a high dimensional dense area, where data objects are attracted to each other. At the core part of the dense area, objects are crowded closely with each other and thus have high density. Objects at the peripheral area of the cluster are relatively sparsely distributed and are attracted to the core part of the dense area. Once the density and attraction of data objects are defined, the DHC organizes the cluster structure of the data set in two-level hierarchical structures [4].

As a density-based approach, the DHC effectively detects the co-expressed genes from noise, and thus is robust in the noisy environment. Furthermore, the DHC is particularly suitable for the high connectivity characteristic of gene expression data because it first captures the core part of the cluster and then divides the borders of clusters on the basis of the attraction between the data objects. The two-level hierarchical representation of the data set not only discloses the relationship between the clusters but also organizes the relationship between data objects within the same cluster. However, to compute the density of data objects, the DHC calculates the distance between each pair of data objects in the data set. Also, two global parameters are used in the DHC to control the splitting process of dense areas. Therefore, the DHC does not escape from the typical difficulty to determine the appropriate value of parameters [4].

7.2.7 Fuzzy Clustering

A fuzzy logic method introduced to microarray data analysis [26–29] has been shown to reveal additional information concerning gene co-expression. In particular, information regarding overlapping clusters and overlapping cellular pathways has been identified from fuzzy clustering results [27]. The method of choice in all up-to-date applications has been the fuzzy \( c \)-means (FCM). The FCM is the fuzzy logic extension of the \( k \)-means heuristic used for crisp clustering. The FCM method searches for the membership degrees and centroids until there is no further improvement in the objective function value, thereby risking the possibility of remaining in a local minimum of a poor value. A brief description of this algorithm is reported in Chapter 3. An alternative fuzzy clustering method called fuzzy \( J \)-means has been reported in Belacel et al. [30], which is embedded into the variable neighborhood search meta-heuristic for appropriate gene cluster arrangements.

7.2.8 Rough-Fuzzy Clustering

Different rough and rough-fuzzy clustering algorithms such as rough \( c \)-means [31], rough-fuzzy \( c \)-means (RFCM) [11], rough-possibilistic \( c \)-means (RPCM),
and rough-fuzzy-possibilistic \( c \)-means (RFPCM) \[12\] can be used for clustering functionally similar genes from microarray gene expression data sets. Details of these algorithms are reported in Chapter 3 and in Maji and Pal \[11, 12\]. The rough \( c \)-means algorithm \[31\] has been applied successfully \[32\] to discover value-coherent overlapping gene biclusters. Recently, fuzzy-rough supervised attribute clustering algorithm is proposed in Maji \[33\] to find groups of co-regulated genes whose collective expression is strongly associated with sample categories. This chapter presents the application of different rough-fuzzy clustering algorithms for clustering functionally similar genes and compares their performance with that of some existing gene clustering algorithms.

7.3 QUANTITATIVE AND QUALITATIVE ANALYSIS

The following quantitative and qualitative indices are generally used, along with other measures \[4\], to evaluate the performance of different gene clustering algorithms for grouping functionally similar genes from microarray gene expression data sets.

7.3.1 Silhouette Index

To assess the quality of clusters, the Silhouette measure proposed by Rousseeuw \[34\] can be used. For computing the Silhouette value of a gene \( x_i \), two scalars \( a(x_i) \) and \( b(x_i) \) are first estimated. Let us note \( \beta_r \) the cluster to which gene \( x_i \) belongs. The scalar \( a(x_i) \) is the average distance between gene \( x_i \) and all other genes of \( \beta_r \). For any other cluster \( \beta_s \neq \beta_r \), let \( d(x_i, \beta_s) \) denote the average distance of gene \( x_i \) to all genes of \( \beta_s \). The scalar \( b(x_i) \) is the smallest of these \( d(x_i, \beta_s), r \neq s = 1, \ldots, c \). The Silhouette \( s(x_i) \) of gene \( x_i \) is then defined as

\[
s(x_i) = \frac{b(x_i) - a(x_i)}{\max\{a(x_i), b(x_i)\}}.
\]  

(7.1)

The Silhouette value lies between \(-1\) and \(1\). When its value is less than zero, the corresponding gene is poorly classified.

7.3.2 Eisen and Cluster Profile Plots

In Eisen plot \[5\], the expression value of a gene at a specific time point is represented by coloring the corresponding cell of the data matrix with a color similar to the original color of its spot on the microarray. The shades of red color represent higher expression level, the shades of green color represent low expression level and the colors toward black represent absence of differential expression values. In the present representation, the genes are ordered before plotting so that the genes that belong to the same cluster are placed one after another. The cluster boundaries are identified by white colored blank rows. On
the other hand, the cluster profile plot shows for each gene cluster the normalized
gene expression values of the genes of that cluster with respect to the samples
or time points.

7.3.3 **Z Score**

The **Z** score [35, 36] is calculated by observing the relation between a clustering
result and the functional annotation of the genes in the cluster. Here, an attribute
database is used to create an \( n \times m \) gene-attribute table for \( n \) genes and \( m \)
attributes in which a “1” in position \((i, j)\) indicates that the gene \( i \) is known to
possess attribute \( A_j \), and a “0” indicates the lack of knowledge about whether
gene \( i \) possesses attribute \( A_j \) or not. With this gene-attribute table, a contingency
table for each cluster-attribute pair is constructed, from which the entropies \( H_{A,C} \)
for each cluster-attribute pair is computed [35, 36], \( H_C \) for clustering result
independent of attributes, and \( H_{A_j} \) for each of the \( N_A \) attributes in the table
independent of clusters. Using the definition of mutual information between two
variables and assuming both absolute and conditional independence of attributes,
the total mutual information is expanded as a sum of mutual information between
clusters and each individual attribute. The total mutual information between the
clustering result \( C \) and all the attributes \( A_j \) is computed as [35, 36]

\[
MI(C, A_1, \ldots, A_{N_A}) = \sum_i MI(C, A_i) = N_A H_C + \sum_i H_{A_i} - \sum_i H_{A_i,C},
\]

where summation is taken over all attributes \( A_j \). Hence, the **Z** score is defined
as [35, 36]

\[
Z = \frac{MI_{\text{real}} - MI_{\text{random}}}{s_{\text{random}}},
\]

where \( MI_{\text{real}} \) is the computed mutual information for the clustered data using the
attribute database. \( MI_{\text{random}} \) is computed by computing mutual information again,
for a clustering obtained by randomly assigning genes to clusters of uniform
size and repeating until a distribution of values is obtained. The mean of these
mutual information values, computed for a randomly obtained cluster is \( MI_{\text{random}} \)
and standard deviation of these mutual information values is \( s_{\text{random}} \). A higher
value of \( Z \) indicates that the genes are better clustered by function, indicating a
biologically relevant clustering result [35, 36].

7.3.4 **Gene-Ontology-Based Analysis**

To interpret the biological significance of the gene clusters, the Gene Ontology
(GO) Term Finder can be used [37, 38]. It finds the most significantly enriched
GO terms associated with the genes belonging to a cluster. The GO project
aims to build tree structures, controlled vocabularies, also called **ontologies**, that
describe gene products in terms of their associated BP, molecular functions (MF) or cellular components (CC). The GO Term Finder determines whether any GO term annotates a specified list of genes at a frequency greater than that would be expected by chance, calculating the associated $p$ value by using the hypergeometric distribution and the Bonferroni multiple-hypothesis correction [37, 38]. The closer the $p$ value is to zero, the more significant the particular GO term associated with the group of genes is, that is, the less likely the observed annotation of the particular GO term to a group of genes occurs by chance. On the other hand, the false discovery rate is a multiple-hypothesis testing error measure, indicating the expected proportion of false positives among the set of significant results.

### 7.4 DESCRIPTION OF DATA SETS

In this chapter, several publicly available microarray gene expression data sets are used to compare the performance of different gene clustering methods.

#### 7.4.1 Fifteen Yeast Data

This section gives a brief description of the following 15 microarray gene expression data sets, which are downloaded from Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/).

7.4.1.1 **GDS608** It is a temporal analysis of wild-type diploid cells shifted from yeast-form growth in SHAD liquid (plentiful glucose and ammonium) to filamentous-form growth on SLAD agar (low ammonium). The filamentous-form cells were collected hourly for 10 h. The number of genes and time points of this data are 6303 and 10, respectively.

7.4.1.2 **GDS759** This data set is related to analysis of gene expression in temperature-sensitive pre-mRNA splicing factor mutants prp17 null, prp17-1, and prp22-1 at various time points following a shift from the permissive temperature of 23°C to the restrictive temperature of 37°C. The number of genes and time points of this data are 6350 and 24, respectively.

7.4.1.3 **GDS922** It contains the comparison of total transcription profiles for temperature-sensitive TOR2 mutant strain SH121 to its isogenic wild-type counterpart SH100. The number of genes and time points of this data are 9275 and 12, respectively.

7.4.1.4 **GDS1013** It contains the analysis of overexpression of essential ribosomal protein activator IFH1. The cells engineered to express IFH1 form a galactose inducible promoter. The expression was examined at various time points up to 60 min following galactose addition. The data set contains 9275 genes with 24 time points.
7.4.1.5 **GDS1550** This represents the analysis of cells depleted of Paf1, an RNA polymerase II-associated protein. The cells were examined at various time points up to 8 h following the inactivation of Paf1 expression from a tetracycline-regulated promoter using doxycycline. The data set contains 9275 genes and six time points.

7.4.1.6 **GDS1611** It is the analysis of wild-type and mutant Upf1 strains up to 60 min after treatment with 10 μg/ml thiolutin, a global transcription inhibitor. The Upf1 is an RNA helicase required for nonsense-mediated mRNA decay. The data set contains 9275 genes with 96 time points.

7.4.1.7 **GDS2002** It contains the analysis of catabolite-repressed (glucose) or derepressed (galactose) wild-type JM43 cells shifted from aerobiosis to anaerobiosis (two generations). The number of genes in this data set is 5617, whereas the number of time points is 30.

7.4.1.8 **GDS2003** It is the analysis of catabolite-derepressed (galactose) wild-type JM43 and isogenic msn2/4 mutant KKY8 cells shifted to short-term anaerobiosis (two generations). The Msn2 and Msn4 are key stress factors. The number of genes and time points are 5617 and 30, respectively.

7.4.1.9 **GDS2196** It contains the analysis of yeast cells for up to 3 days after treatment with the saponins alpha-tomatine or tomatidine or the sterol biosynthesis inhibitor fenpropimorph. The saponins are glycoside compounds accumulated by many plant species, and possess antimicrobial activity and various pharmacological properties. The number of genes and time points are 9275 and 12, respectively.

7.4.1.10 **GDS2267** It contains the analysis of nutrient-limited continuous-culture cells at twelve 25-min intervals for three cycles. The cells grown under such conditions exhibit robust, periodic cycles in the form of respiratory bursts. The number of genes and time points are 9275 and 36, respectively.

7.4.1.11 **GDS2318** It is the analysis of yox1 yhp double mutants across two cell cycles, a length of 2 h after synchronization with alpha factor. The number of genes in the data set is 6216, whereas the number of time points is 13.

7.4.1.12 **GDS2347** It contains the analysis of wild-type W303 cells across two cell cycles, a length of 2 h after synchronization with the alpha factor. The number of genes and time points are 6228 and 13, respectively.
7.4.1.13 **GDS2712** It represents the analysis of *Saccharomyces cerevisiae* BY4743 cells subjected to controlled air drying and subsequent rehydration (I) for up to 360 min. The data contain 9275 genes and 21 time points.

7.4.1.14 **GDS2713** It represents the analysis of *S. cerevisiae* BY4743 cells subjected to controlled air drying and subsequent rehydration (II) for up to 360 min. The data contain 9275 genes and 21 time points.

7.4.1.15 **GDS2715** It represents the analysis of *S. cerevisiae* BY4743 cells subjected to controlled air drying and subsequent rehydration (III) for up to 360 min. The data contain 9275 genes and 21 time points.

7.4.2 **Yeast Sporulation**

This data set consists of 6118 genes measured across seven time points (0, 0.5, 2, 5, 7, 9, and 11.5 h) during the sporulation process of budding yeast [39]. The data are then log-transformed. The sporulation data set is publicly available at [http://cmgm.stanford.edu/pbrown/sporulation](http://cmgm.stanford.edu/pbrown/sporulation). Among the 6118 genes, the genes whose expression levels did not change significantly during the harvesting have been ignored from further analysis. This is determined with a threshold level of 1.6 for the root mean squares of the log2-transformed ratios. The resulting set consists of 474 genes.

7.4.3 **Auble Data**

Auble data is in the form of a tab-delimited file that contains the log2 ratios from four microarray hybridizations [40]. The first three columns were mot1-14mut#1, #2 and #3 and the log2 ratios are for the mot1-14 temperature-sensitive mutant/wild type. The fourth column contains the log2 ratios for a single hybridization of wild-type versus a different allele named mot1-4. There are 6226 genes measured across four conditions of temperature sensitivity. The Mot1 microarray data set in text format is available at [http://dir.niehs.nih.gov/microarray/datasets/auble_data.txt](http://dir.niehs.nih.gov/microarray/datasets/auble_data.txt).

7.4.4 **Cho et al. Data**

This data set contains gene expressions of 6457 genes at 10-min intervals following release from cell cycle arrest at a restrictive temperature [41]. The time points were taken up to 160 min. Data up to time points 40 reflects both temperature-induced and cell cycle effects. This data set can be downloaded from [http://yfgdb.princeton.edu/download/yeast_datasets/](http://yfgdb.princeton.edu/download/yeast_datasets/).

7.4.5 **Reduced Cell Cycle Data**

7.5 EXPERIMENTAL RESULTS

In this section, the performance of different rough-fuzzy clustering algorithms is presented for clustering functionally similar genes from microarray data sets. The experimentation is done in two parts. In the first part, the results of the RFCM algorithm are presented on 15 yeast microarray data sets obtained from the Gene Expression Omnibus. The performance of the RFCM is also compared extensively with that of different algorithms, namely, HCM [42], FCM [43], SOM [16], and CLICK [20]. In the second part, the performance of RFPCM is reported on the other four data sets, namely, yeast sporulation [39], Auble [40], Cho et al. [41], and reduced cell cycle data sets. The results are compared with the performance of the FCM [43], possibilistic $c$-means (PCM) [44], fuzzy-possibilistic $c$-means (FPCM) [45], RFCM, and RPCM algorithms.

The CLICK [20] algorithm, which combines graph-theoretic and statistical techniques for automatic identification of clusters in a microarray gene expression data set, is used to arrive at an estimation of the number of clusters. The final centroids of the HCM are used to initialize all $c$-means algorithms. In all the experiments, the values of both probabilistic and possibilistic fuzzifiers are set at 2.0, which are held constant across all runs. The values of threshold $\delta$ for the RFCM, RPCM, and RFPCM are calculated using the procedure reported in Chapter 3. The major metrics for evaluating the performance of different methods are the Silhouette index [34], $Z$ score [35, 36], Eisen plot [5], and GO Term Finder [37].

7.5.1 Performance Analysis of Rough-Fuzzy $c$-Means

This section presents the performance of the RFCM algorithm on the data sets reported in Section 7.4.1. The results are presented in Tables 7.1 and 7.2 with respect to the Silhouette index and $Z$ score, respectively, for different values of weight parameter $w$ as the parameter $w$ has an influence on the performance of the RFCM. From the results reported in Tables 7.1 and 7.2, it can be seen that the RFCM algorithm performs better for $0.50 < w < 1.00$. That is, the quality of generated clusters is better when the genes of lower approximations are assigned a higher weight compared to that of boundary regions.

7.5.2 Comparative Analysis of Different $c$-Means

Table 7.3 compares the performance of the RFCM algorithm with that of both the HCM and FCM. The results are presented in this table with respect to both the Silhouette index and the $Z$ score. From the results reported in Table 7.3, it is seen that the performance of the RFCM is significantly better than that of the HCM and FCM in most of the cases. Among 15 data sets, the RFCM algorithm provides better Silhouette index and $Z$ score values in 12 and 11 cases, respectively. Only the FCM algorithm for GDS1013 and GDS1550 data sets, and the HCM algorithm for GDS2713 data set attain higher Silhouette index values. For microarray data sets such as GDS1013, GDS2318, and GDS2715, the
<table>
<thead>
<tr>
<th>Data Sets</th>
<th>No. of Clusters</th>
<th>0.510</th>
<th>0.550</th>
<th>0.600</th>
<th>0.650</th>
<th>0.700</th>
<th>0.750</th>
<th>0.800</th>
<th>0.850</th>
<th>0.900</th>
<th>0.950</th>
<th>0.990</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDS608</td>
<td>26</td>
<td>0.019</td>
<td>0.020</td>
<td>0.024</td>
<td>0.050</td>
<td>0.057</td>
<td>0.065</td>
<td>0.076</td>
<td>0.083</td>
<td>0.090</td>
<td>0.104</td>
<td>0.110</td>
</tr>
<tr>
<td>GDS759</td>
<td>25</td>
<td>0.058</td>
<td>0.061</td>
<td>0.067</td>
<td>0.071</td>
<td>0.075</td>
<td>0.078</td>
<td>0.086</td>
<td>0.086</td>
<td>0.098</td>
<td>0.119</td>
<td>0.121</td>
</tr>
<tr>
<td>GDS922</td>
<td>48</td>
<td>0.140</td>
<td>0.137</td>
<td>0.150</td>
<td>0.152</td>
<td>0.147</td>
<td>0.154</td>
<td>0.157</td>
<td>0.168</td>
<td>0.170</td>
<td>0.170</td>
<td>0.180</td>
</tr>
<tr>
<td>GDS1013</td>
<td>18</td>
<td>0.198</td>
<td>0.199</td>
<td>0.198</td>
<td>0.200</td>
<td>0.193</td>
<td>0.194</td>
<td>0.202</td>
<td>0.203</td>
<td>0.205</td>
<td>0.212</td>
<td>0.213</td>
</tr>
<tr>
<td>GDS1150</td>
<td>21</td>
<td>0.221</td>
<td>0.224</td>
<td>0.229</td>
<td>0.231</td>
<td>0.228</td>
<td>0.225</td>
<td>0.229</td>
<td>0.236</td>
<td>0.239</td>
<td>0.243</td>
<td>0.242</td>
</tr>
<tr>
<td>GDS1611</td>
<td>26</td>
<td>0.129</td>
<td>0.135</td>
<td>0.142</td>
<td>0.146</td>
<td>0.149</td>
<td>0.152</td>
<td>0.159</td>
<td>0.163</td>
<td>0.166</td>
<td>0.168</td>
<td>0.177</td>
</tr>
<tr>
<td>GDS2002</td>
<td>25</td>
<td>0.030</td>
<td>0.040</td>
<td>0.050</td>
<td>0.057</td>
<td>0.064</td>
<td>0.068</td>
<td>0.079</td>
<td>0.085</td>
<td>0.092</td>
<td>0.099</td>
<td>0.109</td>
</tr>
<tr>
<td>GDS2003</td>
<td>23</td>
<td>0.000</td>
<td>0.007</td>
<td>0.030</td>
<td>0.046</td>
<td>0.059</td>
<td>0.074</td>
<td>0.081</td>
<td>0.089</td>
<td>0.095</td>
<td>0.102</td>
<td>0.128</td>
</tr>
<tr>
<td>GDS2196</td>
<td>24</td>
<td>0.292</td>
<td>0.295</td>
<td>0.302</td>
<td>0.304</td>
<td>0.309</td>
<td>0.317</td>
<td>0.316</td>
<td>0.305</td>
<td>0.304</td>
<td>0.308</td>
<td>0.312</td>
</tr>
<tr>
<td>GDS2267</td>
<td>14</td>
<td>0.223</td>
<td>0.225</td>
<td>0.225</td>
<td>0.226</td>
<td>0.226</td>
<td>0.231</td>
<td>0.232</td>
<td>0.233</td>
<td>0.233</td>
<td>0.233</td>
<td>0.233</td>
</tr>
<tr>
<td>GDS2318</td>
<td>21</td>
<td>0.056</td>
<td>0.084</td>
<td>0.121</td>
<td>0.136</td>
<td>0.151</td>
<td>0.159</td>
<td>0.165</td>
<td>0.180</td>
<td>0.206</td>
<td>0.217</td>
<td>0.220</td>
</tr>
<tr>
<td>GDS2347</td>
<td>18</td>
<td>0.051</td>
<td>0.076</td>
<td>0.086</td>
<td>0.104</td>
<td>0.111</td>
<td>0.118</td>
<td>0.125</td>
<td>0.132</td>
<td>0.132</td>
<td>0.145</td>
<td>0.160</td>
</tr>
<tr>
<td>GDS2712</td>
<td>15</td>
<td>0.245</td>
<td>0.247</td>
<td>0.247</td>
<td>0.248</td>
<td>0.248</td>
<td>0.249</td>
<td>0.249</td>
<td>0.251</td>
<td>0.250</td>
<td>0.250</td>
<td>0.251</td>
</tr>
<tr>
<td>GDS2713</td>
<td>14</td>
<td>0.211</td>
<td>0.213</td>
<td>0.213</td>
<td>0.215</td>
<td>0.216</td>
<td>0.218</td>
<td>0.219</td>
<td>0.219</td>
<td>0.220</td>
<td>0.220</td>
<td>0.221</td>
</tr>
<tr>
<td>GDS2715</td>
<td>16</td>
<td>0.213</td>
<td>0.215</td>
<td>0.216</td>
<td>0.215</td>
<td>0.217</td>
<td>0.218</td>
<td>0.220</td>
<td>0.220</td>
<td>0.222</td>
<td>0.224</td>
<td>0.224</td>
</tr>
<tr>
<td>Data Sets</td>
<td>No. of Clusters</td>
<td>Different Values of Parameter w</td>
<td>0.51</td>
<td>0.55</td>
<td>0.60</td>
<td>0.65</td>
<td>0.70</td>
<td>0.75</td>
<td>0.80</td>
<td>0.85</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>-----------</td>
<td>----------------</td>
<td>--------------------------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>GDS608</td>
<td>26</td>
<td></td>
<td>1.51</td>
<td>1.21</td>
<td>2.69</td>
<td>1.7</td>
<td>3.04</td>
<td>1.98</td>
<td>2.47</td>
<td>2.79</td>
<td>2.61</td>
<td>1.26</td>
</tr>
<tr>
<td>GDS759</td>
<td>25</td>
<td></td>
<td>1.20</td>
<td>−0.08</td>
<td>0.21</td>
<td>0.32</td>
<td>0.57</td>
<td>0.52</td>
<td>−0.48</td>
<td>−0.67</td>
<td>−1.67</td>
<td>−1.07</td>
</tr>
<tr>
<td>GDS922</td>
<td>48</td>
<td></td>
<td>0.19</td>
<td>0.04</td>
<td>0.11</td>
<td>0.38</td>
<td>0.15</td>
<td>0.11</td>
<td>−0.29</td>
<td>−0.30</td>
<td>0.16</td>
<td>−0.07</td>
</tr>
<tr>
<td>GDS1013</td>
<td>18</td>
<td></td>
<td>0.64</td>
<td>0.74</td>
<td>0.56</td>
<td>0.57</td>
<td>0.52</td>
<td>0.50</td>
<td>0.66</td>
<td>0.64</td>
<td>0.72</td>
<td>0.68</td>
</tr>
<tr>
<td>GDS1355</td>
<td>42</td>
<td></td>
<td>2.74</td>
<td>2.86</td>
<td>2.68</td>
<td>2.47</td>
<td>2.47</td>
<td>2.36</td>
<td>2.12</td>
<td>2.36</td>
<td>2.05</td>
<td>2.84</td>
</tr>
<tr>
<td>GDS1611</td>
<td>26</td>
<td></td>
<td>5.19</td>
<td>5.82</td>
<td>5.15</td>
<td>4.52</td>
<td>4.27</td>
<td>3.89</td>
<td>4.47</td>
<td>4.69</td>
<td>4.07</td>
<td>3.84</td>
</tr>
<tr>
<td>GDS2002</td>
<td>25</td>
<td></td>
<td>0.22</td>
<td>0.46</td>
<td>0.46</td>
<td>−0.13</td>
<td>0.44</td>
<td>−0.28</td>
<td>−0.18</td>
<td>−0.20</td>
<td>−0.38</td>
<td>−0.04</td>
</tr>
<tr>
<td>GDS2003</td>
<td>23</td>
<td></td>
<td>2.10</td>
<td>1.90</td>
<td>1.23</td>
<td>1.50</td>
<td>1.53</td>
<td>1.82</td>
<td>1.23</td>
<td>1.15</td>
<td>0.94</td>
<td>1.06</td>
</tr>
<tr>
<td>GDS2196</td>
<td>24</td>
<td></td>
<td>2.43</td>
<td>2.25</td>
<td>2.38</td>
<td>2.44</td>
<td>2.52</td>
<td>2.55</td>
<td>2.78</td>
<td>2.25</td>
<td>2.35</td>
<td>2.79</td>
</tr>
<tr>
<td>GDS2267</td>
<td>14</td>
<td></td>
<td>0.35</td>
<td>0.22</td>
<td>0.18</td>
<td>0.40</td>
<td>0.41</td>
<td>0.84</td>
<td>0.77</td>
<td>0.90</td>
<td>0.79</td>
<td>1.17</td>
</tr>
<tr>
<td>GDS2318</td>
<td>21</td>
<td></td>
<td>−1.56</td>
<td>−1.61</td>
<td>−1.24</td>
<td>−1.16</td>
<td>−1.17</td>
<td>−0.79</td>
<td>−0.91</td>
<td>−1.04</td>
<td>−0.37</td>
<td>−0.37</td>
</tr>
<tr>
<td>GDS2347</td>
<td>18</td>
<td></td>
<td>1.39</td>
<td>1.46</td>
<td>1.59</td>
<td>1.33</td>
<td>−0.45</td>
<td>−0.06</td>
<td>−0.21</td>
<td>0.08</td>
<td>0.36</td>
<td>−0.70</td>
</tr>
<tr>
<td>GDS2712</td>
<td>15</td>
<td></td>
<td>−0.37</td>
<td>−0.51</td>
<td>−0.59</td>
<td>−0.60</td>
<td>−0.57</td>
<td>−0.42</td>
<td>−0.38</td>
<td>−0.44</td>
<td>−0.59</td>
<td>−0.56</td>
</tr>
<tr>
<td>GDS2713</td>
<td>14</td>
<td></td>
<td>−0.14</td>
<td>−0.05</td>
<td>0.08</td>
<td>0.09</td>
<td>0.09</td>
<td>0.02</td>
<td>0.07</td>
<td>0.07</td>
<td>0.14</td>
<td>0.26</td>
</tr>
<tr>
<td>GDS2715</td>
<td>16</td>
<td></td>
<td>−0.08</td>
<td>−0.15</td>
<td>−0.07</td>
<td>−0.06</td>
<td>0.00</td>
<td>−0.13</td>
<td>−0.36</td>
<td>−0.37</td>
<td>−0.40</td>
<td>−0.25</td>
</tr>
</tbody>
</table>
### EXPERIMENTAL RESULTS

**TABLE 7.3 Performance Analysis of Different \( c \)-Means Algorithm**

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Silhouette Index</th>
<th>( Z ) Score</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCM</td>
<td>FCM</td>
<td>RFCM</td>
<td>HCM</td>
<td>FCM</td>
</tr>
<tr>
<td>GDS608</td>
<td>0.078</td>
<td>0.005</td>
<td>\textbf{0.110}</td>
<td>2.44</td>
<td>2.48</td>
</tr>
<tr>
<td>GDS759</td>
<td>0.082</td>
<td>0.017</td>
<td>\textbf{0.121}</td>
<td>−0.54</td>
<td>0.58</td>
</tr>
<tr>
<td>GDS922</td>
<td>0.173</td>
<td>0.124</td>
<td>\textbf{0.180}</td>
<td>0.31</td>
<td>−0.02</td>
</tr>
<tr>
<td>GDS1013</td>
<td>0.220</td>
<td>\textbf{0.249}</td>
<td>0.213</td>
<td>0.54</td>
<td>\textbf{0.78}</td>
</tr>
<tr>
<td>GDS1550</td>
<td>0.245</td>
<td>\textbf{0.259}</td>
<td>0.243</td>
<td>2.18</td>
<td>2.22</td>
</tr>
<tr>
<td>GDS1611</td>
<td>0.158</td>
<td>0.088</td>
<td>\textbf{0.177}</td>
<td>4.79</td>
<td>4.11</td>
</tr>
<tr>
<td>GDS2002</td>
<td>0.079 *</td>
<td>*</td>
<td>\textbf{0.109}</td>
<td>−0.80</td>
<td>0.44</td>
</tr>
<tr>
<td>GDS2003</td>
<td>0.082</td>
<td>0.014</td>
<td>\textbf{0.128}</td>
<td>1.28</td>
<td>0.36</td>
</tr>
<tr>
<td>GDS2196</td>
<td>0.309</td>
<td>0.300</td>
<td>\textbf{0.317}</td>
<td>2.64</td>
<td>2.59</td>
</tr>
<tr>
<td>GDS2267</td>
<td>0.230</td>
<td>0.197</td>
<td>\textbf{0.233}</td>
<td>1.11</td>
<td>1.17</td>
</tr>
<tr>
<td>GDS2318</td>
<td>0.153</td>
<td>0.065</td>
<td>\textbf{0.220}</td>
<td>−0.75</td>
<td>\textbf{0.14}</td>
</tr>
<tr>
<td>GDS2347</td>
<td>0.134</td>
<td>0.031</td>
<td>\textbf{0.160}</td>
<td>−0.72</td>
<td>−1.35</td>
</tr>
<tr>
<td>GDS2712</td>
<td>0.250</td>
<td>0.208</td>
<td>\textbf{0.251}</td>
<td>−0.6</td>
<td>−0.66</td>
</tr>
<tr>
<td>GDS2713</td>
<td>\textbf{0.223}</td>
<td>0.201</td>
<td>0.221</td>
<td>\textbf{0.34}</td>
<td>0.13</td>
</tr>
<tr>
<td>GDS2715</td>
<td>0.222</td>
<td>0.177</td>
<td>\textbf{0.224}</td>
<td>−0.02</td>
<td>\textbf{0.23}</td>
</tr>
</tbody>
</table>

Bold value signifies highest value and \* indicates missing value.

FCM algorithm achieves better \( Z \) score values than that of the RFCM, whereas the HCM attains a higher value for the GDS2713 data set only.

#### 7.5.3 Biological Significance Analysis

The GO Term Finder is used to determine the statistical significance of the association of a particular GO term with the genes of different clusters produced by the RFCM algorithm. It is used to compute the \( p \) value for all the GO terms from the BP, MF, and CC ontology and the most significant term, that is, the one with the lowest \( p \) value, is chosen to represent the set of genes of the best cluster. Table 7.4 presents the \( p \) values for the BP, MF, and CC on different data sets. The results corresponding to the best clusters of the FCM algorithm are also provided on the same data sets for the sake of comparison. The “\*” in Table 7.4 represents that no significant shared term is found considering \( p \)-value cutoff as 0.05. From the results reported in Table 7.4, it is seen that the best cluster generated by the RFCM algorithm can be assigned to the GO BP, MF, and CC with high reliability in terms of \( p \) value. That is, the RFCM algorithm describes accurately the known classification, the one given by the GO, and thus reliable for extracting new biological insights.

#### 7.5.4 Comparative Analysis of Different Algorithms

Finally, Table 7.5 compares the performance of the RFCM algorithm with that of the SOM [16] and CLICK [20]. All the results are reported in this table with respect to the Silhouette index and \( Z \) score values. From all the results reported
TABLE 7.4 Biological Significance Analysis Using Gene Ontology

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Biological Processes</th>
<th>Molecular Functions</th>
<th>Cellular Components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RFCM</td>
<td>FCM</td>
<td>RFCM</td>
</tr>
<tr>
<td>GDS608</td>
<td>1.0E-079</td>
<td>4.6E-079</td>
<td>1.3E-039</td>
</tr>
<tr>
<td>GDS759</td>
<td>3.7E-048</td>
<td>2.3E-041</td>
<td>7.3E-103</td>
</tr>
<tr>
<td>GDS922</td>
<td>4.9E-017</td>
<td>1.0E-008</td>
<td>1.5E-027</td>
</tr>
<tr>
<td>GDS1013</td>
<td>6.2E-036</td>
<td>2.2E-026</td>
<td>4.4E-064</td>
</tr>
<tr>
<td>GDS1550</td>
<td>4.3E-027</td>
<td>6.5E-012</td>
<td>2.5E-034</td>
</tr>
<tr>
<td>GDS1611</td>
<td>6.6E-038</td>
<td>1.2E-021</td>
<td>1.9E-058</td>
</tr>
<tr>
<td>GDS2002</td>
<td>3.7E-087</td>
<td>*</td>
<td>9.5E-048</td>
</tr>
<tr>
<td>GDS2003</td>
<td>5.6E-093</td>
<td>1.1E-068</td>
<td>3.5E-100</td>
</tr>
<tr>
<td>GDS2196</td>
<td>9.5E-013</td>
<td>1.2E-010</td>
<td>5.9E-026</td>
</tr>
<tr>
<td>GDS2267</td>
<td>3.5E-032</td>
<td>7.8E-029</td>
<td>9.0E-062</td>
</tr>
<tr>
<td>GDS2318</td>
<td>6.6E-003</td>
<td>*</td>
<td>1.5E-04</td>
</tr>
<tr>
<td>GDS2347</td>
<td>2.7E-076</td>
<td>3.0E-066</td>
<td>2.2E-022</td>
</tr>
<tr>
<td>GDS2712</td>
<td>1.1E-034</td>
<td>6.7E-039</td>
<td>3.8E-072</td>
</tr>
<tr>
<td>GDS2713</td>
<td>1.9E-029</td>
<td>1.4E-032</td>
<td>1.9E-052</td>
</tr>
<tr>
<td>GDS2715</td>
<td>1.0E-029</td>
<td>4.3E-037</td>
<td>7.9E-053</td>
</tr>
</tbody>
</table>

in Table 7.5, it can be seen that the RFCM algorithm achieves highest Silhouette index values for all microarray gene expression data sets, while the RFCM attains the highest Z score in 8 cases out of the total 15 data sets. The CLICK [20] and SOM [16] achieve best Z score values for three (namely, GDS759, GDS1611, and
GDS2712), and four (namely, GDS2002, GDS2267, GDS2713, and GDS2715) data sets, respectively.

7.5.5 Performance Analysis of Rough-Fuzzy-Possibilistic \(c\)-Means

In this section, the performance of the RFPCM algorithm is presented on yeast sporulation [39], Auble [40], Cho et al. [41], and reduced cell cycle data sets. The value of weight parameter \(w\) for the RFCM, RPCM, and RFPCM is set at 0.95, while details of the experimental setup and objective of the experiments are the same as those in the previous sections. The performance of the RFPCM is also compared with that of the FCM, PCM, FPCM, RFCM, and RPCM algorithms with respect to the Silhouette index, \(Z\) score, \(p\) value, and Eisen plot.

7.5.5.1 Qualitative Analysis

The Eisen plot gives a visual representation of the clustering result. The clustering results produced by the FCM, RFCM, and RFPCM algorithms on yeast sporulation data are visualized by TreeView software, which is available at http://rana.lbl.gov/EisenSoftware and reported in Fig. 7.1. From the Eisen plots presented in Fig. 7.1, it is evident that the expression profiles of the genes in a cluster are similar to each other and they produce similar color patterns, whereas the genes from different clusters differ in color patterns. Also, the results obtained by both RFCM and RFPCM algorithms are more promising than that by the FCM algorithm.

7.5.5.2 Quantitative Analysis

Tables 7.6 and 7.7 compare the performance of different \(c\)-means algorithm on yeast sporulation [39], Auble [40], Cho et al. [41], and reduced cell cycle data sets with respect to the Silhouette index and \(Z\) score, respectively. From the results reported in Tables 7.6 and 7.7, it can be seen that for yeast sporulation and Auble data, highest values of the Silhouette index are obtained for the RFPCM and RPCM, respectively. However, for Cho et al. data, the best result is found for FPCM, while the FCM, PCM, and RPCM achieve very good values of the Silhouette index on reduced cell cycle data set. On the other hand, a very high value of \(Z\) score is observed for the RFPCM for the yeast sporulation data set. Similarly, for Auble data and Cho et al. data, the best \(Z\) score is obtained for the RFPCM. However, the FPCM attains the best score for reduced cell cycle data set.

Finally, Table 7.8 presents the \(p\) value of BP, along with the significant shared GO term, on yeast sporulation data for both FCM and RFPCM algorithms. From the results reported in Table 7.8, it can be seen that the RFPCM algorithm generates more functionally enriched gene clusters than the FCM algorithm.

7.6 CONCLUSION AND DISCUSSION

This chapter presents the results of clustering functionally similar genes from microarray data sets using different rough-fuzzy clustering algorithms. Several
Figure 7.1  Eisen plots of four clusters of yeast sporulation data. (a) Fuzzy $c$-means, (b) rough-fuzzy $c$-means, (c) rough-fuzzy-possibilistic $c$-means.
### CONCLUSION AND DISCUSSION

#### TABLE 7.6 Silhouette Index Values of RFPCM Algorithm

<table>
<thead>
<tr>
<th>Data Set</th>
<th>FCM</th>
<th>PCM</th>
<th>FPCM</th>
<th>RFCM</th>
<th>RPCM</th>
<th>RFPCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yeast</td>
<td>−8.8E-04</td>
<td>−2.1E-03</td>
<td>−1.8E-03</td>
<td>−3.3E-03</td>
<td>−1.7E-03</td>
<td>3.8E-04</td>
</tr>
<tr>
<td>Reduced cell</td>
<td>4.6E-04</td>
<td>5.6E-04</td>
<td>−1.4E-03</td>
<td>−1.9E-03</td>
<td>1.8E-04</td>
<td>−1.1E-03</td>
</tr>
<tr>
<td>Auble</td>
<td>−1.5E-04</td>
<td>−1.4E-04</td>
<td>−1.5E-04</td>
<td>−1.6E-04</td>
<td>5.5E-05</td>
<td>−1.5E-04</td>
</tr>
<tr>
<td>Cho et al.</td>
<td>−1.2E-04</td>
<td>−8.3E-05</td>
<td>−7.6E-05</td>
<td>−1.5E-04</td>
<td>−8.4E-05</td>
<td>−1.4E-04</td>
</tr>
</tbody>
</table>

#### TABLE 7.7 Z Score Values of RFPCM Algorithm

<table>
<thead>
<tr>
<th>Data Set</th>
<th>FCM</th>
<th>PCM</th>
<th>FPCM</th>
<th>RFCM</th>
<th>RPCM</th>
<th>RFPCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yeast</td>
<td>31.7</td>
<td>−0.995</td>
<td>13.1</td>
<td>19.4</td>
<td>19.9</td>
<td>36.3</td>
</tr>
<tr>
<td>Reduced cell</td>
<td>0.699</td>
<td>0.748</td>
<td>4.17</td>
<td>2.15</td>
<td>2.89</td>
<td>1.4</td>
</tr>
<tr>
<td>Auble</td>
<td>0.623</td>
<td>−0.0396</td>
<td>0.0753</td>
<td>0.766</td>
<td>0.698</td>
<td>1.3</td>
</tr>
<tr>
<td>Cho et al.</td>
<td>5.66</td>
<td>1.43</td>
<td>0.358</td>
<td>6.53</td>
<td>4.72</td>
<td>7.34</td>
</tr>
</tbody>
</table>

#### TABLE 7.8 p Value of FCM and RFPCM on Yeast Sporulation Data

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Cluster</th>
<th>p Value</th>
<th>Biological Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCM</td>
<td>0</td>
<td>2.81E-41</td>
<td>Sporulation resulting in the formation of cellular spore</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>7.24E-24</td>
<td>Meiosis I</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.84E-16</td>
<td>Ribosome biogenesis</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.19E-10</td>
<td>Glycosis</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>2.39E-42</td>
<td>Sporulation resulting in the formation of cellular spore</td>
</tr>
<tr>
<td>RFPCM</td>
<td>1</td>
<td>1.02E-24</td>
<td>Meiosis I</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5.21E-21</td>
<td>Ribosome biogenesis</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.66E-11</td>
<td>Pyruvate Metabolic process</td>
</tr>
</tbody>
</table>

Quantitative and qualitative indices are reported for evaluating the quality of generated gene clusters. The effectiveness of different rough-fuzzy clustering algorithms, along with a comparison with other gene clustering algorithms, has been demonstrated both qualitatively and quantitatively on a set of yeast microarray gene expression data sets.

The algorithms described in this chapter group genes according to similarity measures computed from the gene expressions, without using any information about the response variables. The information of response variables may be incorporated in gene clustering to find groups of co-regulated genes with strong association to the response variables [46]. In this background, some supervised gene clustering algorithms such as supervised gene clustering [46], gene shaving...
functionally similar genes from microarray data have been reported recently to reveal various groups of co-regulated genes with strong association to the response variables. The supervised attribute clustering is defined as the grouping of genes or attributes, controlled by the information of response variables.

In the next chapter, another important task of bioinformatics, namely, selection of discriminative genes from microarray gene expression, is handled in rough-fuzzy framework. Here the fuzzy equivalence partition matrix, described in Chapter 5, is used to deal with the problem.
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SELECTION OF DISCRIMINATIVE GENES FROM MICROARRAY DATA

8.1 INTRODUCTION

Microarray technology allows us to record the expression levels of thousands of genes simultaneously within a number of different samples. A microarray gene expression data set can be represented by an expression table, \( T = \{ w_{ij} | i = 1, \ldots, m, j = 1, \ldots, n \} \), where \( w_{ij} \in \mathbb{R} \) is the measured expression level of gene \( G_i \) in the \( j \)th sample, \( m \) and \( n \) represent the total number of genes and samples, respectively. Each row in the expression table corresponds to one particular gene and each column to a sample [1–3].

The wide use of high throughput technology produces an explosion in using gene expression phenotype for the identification and classification in a variety of diagnostic areas. An important application of gene expression data in functional genomics is to classify samples according to their gene expression profiles such as to classify cancer versus normal samples or to classify different types or subtypes of cancer [1–3]. However, for most gene expression data, the number of training samples is still very small compared to the large number of genes involved in the experiments. For example, the colon cancer data set consists of 62 samples and 2000 genes, and the leukemia data set contains 72 samples and 7129 genes. The number of samples is likely to remain small for many areas of investigation, especially for human data, because of the difficulty in collecting and processing microarray samples [2]. When the number of genes is significantly greater than...
the number of samples, it is possible to find biologically relevant correlations of
gene behavior with sample categories.

However, among the large amount of genes, only a small fraction is effective
for performing a certain task. Also, a small subset of genes is desirable in develop-
ing gene-expression-based diagnostic tools for delivering precise, reliable, and
interpretable results. With the gene selection results, the cost of biological experi-
ment and decision can be greatly reduced by analyzing only the marker genes.
Hence, identifying a reduced set of most relevant genes is the goal of gene selec-
tion. The small number of training samples and the large number of genes make
gene selection a more relevant and challenging problem in gene-expression-based
classification. This is an important problem in machine learning and is referred
to as feature selection [4].

In the gene selection process, an optimal gene subset is always relative to a
certain criterion. In general, different criteria may lead to different optimal gene
subsets. However, every criterion tries to measure the discriminating ability of a
gene or a subset of genes to distinguish the different class labels. To measure the
gene–class relevance, different statistical measures such as the $F$-test and $t$-test
[5, 6] are widely used. While the distance measure is a traditional discrimination
or divergence measure [7], the dependence or correlation measure is mainly
utilized to find the correlation between two genes or a gene and class labels [8].
As these measures depend on the actual values of the training data, they are
very much sensitive to the noise or outlier of the data set [5, 7–9]. On the other
hand, information measures such as the entropy, mutual information [5, 9–11],
and $f$-information [12] compute the amount of information or the uncertainty
of a gene for classification. As the information measure depends only on the
probability distribution of a random variable rather than on its actual values, it
has been widely used in gene selection [5, 9–14].

However, for real-valued gene expression data, the estimation of different
information measures is a difficult task as it requires the knowledge of the
underlying probability density functions of the data and the integration of these
functions. In general, the continuous expression values are divided into several
discrete partitions, and the information measures are calculated using the defini-
tions for discrete cases [5, 12]. The inherent error that exists in the discretization
process is of major concern in the computation of information measures of con-
tinuous gene expression values. In Battiti [10] and Kwak and Choi [15], histograms
are used to estimate the true density functions, and the computational difficulty
in performing integration can be circumvented in an efficient way. However, the
histogram-based approaches are only applicable to a relatively low dimensional
data as the sparse data distribution encountered in a high dimensional data set
may greatly degrade the reliability of histograms [16, 17].

The rough set theory is a new paradigm to deal with uncertainty, vague-
lessness, and incompleteness. It has been applied successfully to analyze microarray
gene expression data [18–24]. Hu et al. [25] have used the concept of crisp
equivalence relation of rough sets to compute entropy and mutual informa-
tion in crisp approximation spaces that can be used for feature selection of
discrete-valued data sets. However, there are usually real-valued data and fuzzy information in real-world applications [26]. Judicious integration of fuzzy sets and rough sets provides an important direction in reasoning with uncertainty for real-valued data sets as they are complementary in some aspects. The generalized theories of rough-fuzzy sets and fuzzy-rough sets have been applied successfully to feature selection of real-valued data. Several feature selection methodologies based on rough sets and fuzzy-rough sets have been mentioned earlier in Chapter 5, which can be used for gene selection from microarray data sets. Hu et al. [25] have also used the concept of fuzzy equivalence relation matrix of fuzzy-rough sets to compute entropy and mutual information in fuzzy approximation spaces, which can be used for feature selection from real-valued data sets. However, many useful information measures such as several f-information measures cannot be computed from the fuzzy equivalence relation matrix [25] as it does not provide a way to compute marginal and joint distributions directly.

In this regard, it may be noted that the concept of fuzzy equivalence partition matrix (FEPM) [27] is reported in Chapter 5 for computing different information measures on fuzzy approximation spaces. Each row of the matrix presents a fuzzy equivalence partition that offers an efficient way to estimate true density functions of continuous-valued gene expression data required for computing different information measures. Hence, the relevance and redundancy of the genes can be calculated using several information measures on fuzzy approximation spaces on the basis of the concept of FEPM [28]. This chapter establishes the effectiveness of the FEPM for the problem of gene selection from microarray data and compares its performance with some existing methods on a set of microarray gene expression data sets.

The structure of the rest of this chapter is as follows: Section 8.2 briefly introduces various evaluation criteria used for computing both the relevance and redundancy of the genes, while Section 8.3 presents several approaches to approximate the true probability density function for continuous-valued gene expression data. The problem of gene selection from microarray data sets using information theoretic approaches is described in Section 8.4. A few case studies and a comparison among different approximation methods are reported in Section 8.5. Concluding remarks are given in Section 8.6.

8.2 EVALUATION CRITERIA FOR GENE SELECTION

The F-test value [5, 6], information gain, mutual information [5, 9], normalized mutual information [13], and f-information [12] are typically used to measure the gene–class relevance \( f(G_i, C) \) of the \( i \)th gene \( G_i \) with respect to the class labels \( C \) and the same or a different metric such as mutual information, f-information [12], the \( L_1 \) distance, Euclidean distance, and Pearson’s correlation coefficient [5, 7, 9] is employed to calculate the gene–gene redundancy \( \tilde{f}(G_i, G_j) \).
8.2.1 Statistical Tests

To measure the relevance of a gene, the $t$-value is widely used in the literature. Assuming that there are two classes of samples in a gene expression data set, the $t$-value $t(G_i)$ for gene $G_i$ is given by

$$t(G_i) = \frac{\mu_1 - \mu_2}{\sqrt{\sigma_1^2/n_1 + \sigma_2^2/n_2}},$$  

(8.1)

where $\mu_c$ and $\sigma_c$ are the mean and the standard deviation of the expression levels of gene $G_i$ for class $c$, respectively, and $n_c$ the number of samples in class $c$ for $c = 1, 2$. When there are multiple classes of samples, the $t$-value is typically computed for one class versus all the other classes.

For multiple classes of samples, an $F$-statistic between a gene and the class label can be used to calculate the relevance score of that gene. The $F$-statistic value of gene $G_i$ in $K$ classes denoted by $\mathbb{C}$ is defined as follows:

$$F(G_i, \mathbb{C}) = \frac{1}{\sigma^2} \left[ \sum_{c=1}^{K} n_c \frac{(\overline{w}_{ic} - \overline{w}_i)^2}{(K - 1)} \right],$$  

(8.2)

where $\overline{w}_i$ is the mean of $w_{ij}$ in all samples, $\overline{w}_{ic}$ the mean of $w_{ij}$ in the $c$th class, $K$ the number of classes, and

$$\sigma^2 = \sum_c \frac{(n_c - 1)\sigma_c^2}{(n - c)}$$  

(8.3)

is the pooled variance, and $n_c$ and $\sigma_c$ are the size and the variance of the $c$th class, respectively. Hence, the $F$-test reduces to the $t$-test for the two-class problem with the relation $F = t^2$.

8.2.2 Euclidean Distance

Given two genes $G_i$ and $G_j$, $i, j \in \{1, \ldots, m\}, i \neq j$, the Euclidean distance between $G_i$ and $G_j$ is given by

$$d_E(G_i, G_j) = \sqrt{\sum_{k=1}^{n} (w_{ik} - w_{jk})^2},$$  

(8.4)

where $w_{ik}, w_{jk} \in \mathbb{R}$ is the measured expression level. The $d_E$ measures the difference in the individual magnitudes of each gene. However, the genes regarded as similar by the Euclidean distance may be very dissimilar in terms of their shapes. Similarly, the Euclidean distance between two genes having an identical shape may be large if they differ from each other by a large scaling factor. But, the overall shapes of genes are of primary interest for gene expression data. Hence, the Euclidean distance may not be able to yield a good proximity measurement of genes [7].
8.2.3 Pearson’s Correlation

The Pearson’s correlation coefficient between genes $G_i$ and $G_j$ is defined as

$$d_C(G_i, G_j) = \dfrac{\sum_{k=1}^{n}(w_{ik} - \bar{w}_i)(w_{jk} - \bar{w}_j)}{\sqrt{\sum_{k=1}^{n}(w_{ik} - \bar{w}_i)^2} \sqrt{\sum_{k=1}^{n}(w_{jk} - \bar{w}_j)^2}},$$ \hspace{1cm} (8.5)

where $\bar{w}_i$ and $\bar{w}_j$ are the means of $w_{ik}$ and $w_{jk}$, respectively. It considers each gene as a random variable with $n$ observations and measures the similarity between the two genes by calculating the linear relationship between the distributions of the two corresponding random variables. An empirical study has shown that Pearson’s correlation coefficient is not robust to outliers and it may assign a high similarity score to a pair of dissimilar genes [8].

However, as the $F$-test value, Euclidean distance, and Pearson’s correlation depend on the actual gene expression values of the microarray data, they are very much sensitive to the noise or outlier of the data set. On the other hand, as the information theoretic measures such as entropy, mutual information, and $f$-information [12] depend only on the probability distribution of a random variable rather than on its actual values, they are more effective to evaluate the gene–class relevance as well as the gene–gene redundancy [5, 9].

8.2.4 Mutual Information

In principle, the mutual information is used to quantify the information shared by two objects. If two independent objects do not share much information, the mutual information value between them is small, while two highly correlated objects demonstrate a high mutual information value [29]. The objects can be the class label and the genes. The necessity for a gene to be independent and informative can, therefore, be determined by the shared information between the gene and the rest as well as the shared information between the gene and class label [5, 9]. If a gene has expression values randomly or uniformly distributed in different classes, its mutual information with these classes is zero. If a gene is strongly and differentially expressed for different classes, it should have large mutual information. Hence, the mutual information can be used as a measure of the relevance of genes. Similarly, the mutual information may be used to measure the level of similarity between the genes. The idea of minimum redundancy is to select the genes such that they are mutually and maximally dissimilar. Minimal redundancy will make the gene set a better representation of the entire data set.

The entropy is a measure of uncertainty of random variables. If a discrete random variable $X$ has $\mathcal{X}$ alphabets and the probability density function is $p(x) = \Pr(X = x), x \in \mathcal{X}$, the entropy of $X$ is defined as follows:

$$H(X) = - \sum_{x \in \mathcal{X}} p(x) \log p(x).$$ \hspace{1cm} (8.6)
Similarly, the joint entropy of two random variables $X$ with $\mathcal{X}$ alphabets and $Y$ with $\mathcal{Y}$ alphabets is given by

$$H(X, Y) = - \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} p(x, y) \log p(x, y), \quad (8.7)$$

where $p(x, y)$ is the joint probability density function. The mutual information between $X$ and $Y$ is, therefore, given by

$$I(X, Y) = H(X) + H(Y) - H(X, Y). \quad (8.8)$$

However, for continuous gene expression values (random variables), the differential entropy and joint entropy can be defined as

$$H(X) = - \int p(x) \log p(x) \, dx; \quad (8.9)$$

$$H(X, Y) = - \int \int p(x, y) \log p(x, y) \, dx \, dy. \quad (8.10)$$

### 8.2.5 $f$-Information Measures

The extent to which two probability distributions differ can be expressed by a so-called measure of divergence. Such a measure will reach a minimum value when the two probability distributions are identical and the value increases with increasing disparity between the two distributions. A specific class of divergence measures is the set of $f$-divergence measures [12, 30, 31].

A special case of $f$-divergence measures are the $f$-information measures. These are defined similar to $f$-divergence measures, but apply only to specific probability distributions, namely, the joint probability of two variables and their marginal probabilities’ product. Hence, the $f$-information is a measure of dependence: it measures the distance between a given joint probability and the joint probability when the variables are independent [12, 30, 31]. The $f$-information measures have been applied successfully in Maji [12] for the selection of relevant and nonredundant genes from microarray gene expression data. Details of different $f$-information measures are reported in Chapter 5.

### 8.3 APPROXIMATION OF DENSITY FUNCTION

In microarray gene expression data, the class labels of samples are represented by discrete symbols, while the expression values of genes are continuous. Hence, to measure both gene–class relevance and gene–gene redundancy using information theoretic measures such as entropy, mutual information, and $f$-information measures [12], the true density functions of continuous-valued
genes have to be approximated. In this regard, some density approximation approaches are reported next.

### 8.3.1 Discretization

The following two discretization methods can be used to approximate the true marginal and joint distributions of continuous gene expression values.

#### 8.3.1.1 Mean and Standard Deviation

The discretization method reported in Maji [12] can be employed to discretize the continuous gene expression values for computing marginal and joint distributions of real-valued gene expression data. The continuous expression values of a gene are discretized using mean $\mu$ and standard deviation $\sigma$ computed over $n$ values of that gene: any value larger than $(\mu + \sigma)$ is transformed to state 1; any value between $(\mu - \sigma)$ and $(\mu + \sigma)$ is transformed to state 0; any value smaller than $(\mu - \sigma)$ is transformed to state $-1$ [12]. These three states correspond to overexpression, baseline, and underexpression of continuous-valued genes, respectively. The marginal and joint distributions are then computed to calculate both the relevance and redundancy of genes using the information theoretic measures.

#### 8.3.1.2 Equal Frequency Binning

Equal frequency binning can also be applied for discretizing the continuous gene expression values to approximate the true density functions of genes [21]. The continuous gene expression values are discretized by fixing the number of intervals $c$ and examining the histogram of each gene, $(c - 1)$ cuts are determined so that approximately the same number of objects fall into each of the $c$ intervals. The $(c - 1)$ cuts are introduced such that the area between two neighboring cuts in the normalized histogram is as close to $1/c$ as possible.

However, the inherent error that exists in the discretization process is of major concern in the computation of relevance and redundancy of continuous-valued genes [32]. To address this problem, the Parzen window density estimator has been used [9, 15, 33] to approximate the true marginal distributions and joint distributions of continuous variables.

### 8.3.2 Parzen Window Density Estimator

The Parzen window density estimator can be used to approximate the probability density $p(x)$ of a vector of continuous random variables $X$ [34]. It involves the superposition of a normalized window function centered on a set of random samples. Given a set of $n$ $d$-dimensional samples of a variable $X$, the approximate density function $\hat{p}(x)$ has the following form:

$$
\hat{p}(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x - x_i, h),
$$

(8.11)
where $\delta(\cdot)$ is the Parzen window function, $x_i$ the $i$th sample, and $h$ the window width parameter. Parzen has proved that the estimation $\hat{p}(x)$ converges to the true density $p(x)$ if $\delta(\cdot)$ and $h$ are selected properly [34]. The window function is required to be a finite-valued nonnegative density function where

$$\int \delta(z, h) \, dz = 1 \quad \text{(8.12)}$$

and the window width parameter $h$ is required to be a function of $n$ such that

$$\lim_{n \to \infty} h(n) = 0 \quad \text{and} \quad \lim_{n \to \infty} nh^d(n) = \infty. \quad \text{(8.13)}$$

Usually, the window function $\delta(\cdot)$ is chosen as the Gaussian window that is given by

$$\delta(z, h) = \frac{1}{(2\pi)^{d/2}h^d|\sum|^1/2} \exp \left( -\frac{z^T \sum^{-1} z}{2h^2} \right), \quad \text{(8.14)}$$

where $z = (x - x_i)$, $d$ is the dimension of the sample $x$, and $\sum$ the covariance matrix of a $d$-dimensional vector of random variable $z$. When $d = 1$, Equation (8.14) returns the estimated marginal density; when $d = 2$, Equation (8.14) can be used to estimate the density of the bivariate variable $(x, y)$, $p(x, y)$, which is actually the joint density of $x$ and $y$.

Hence, the approximate density function for a gene $G_i$ with continuous expression values will be as follows:

$$\hat{p}(G_i) = \frac{1}{n \sqrt{2\pi h^2 |\sum|}} \sum_k^n \exp \left\{ -\frac{(w_i - w_{ik})^2}{2h^2 \sum_i} \right\}, \quad \text{(8.15)}$$

where $w_{ik} \in \mathbb{R}$ is the measured expression level of gene $G_i$ in the $k$th sample and $\sum_i$ represents the variance of continuous expression values of gene $G_i$. Similarly, the approximate joint density function between two genes $G_i$ and $G_j$ is given by

$$\hat{p}(G_i, G_j) = \frac{1}{2\pi nh^2 \sqrt{|\sum_i| + |\sum_j|}} \times \sum_k^n \exp \left\{ -\frac{1}{2h^2} \left\{ \frac{(w_i - w_{ik})^2}{\sum_i} + \frac{(w_j - w_{jk})^2}{\sum_j} \right\} \right\}. \quad \text{(8.16)}$$

However, in a gene selection problem, the sample categories or class labels are discrete values while the gene expression values are usually continuous values. In this case, the approximate joint density function $\hat{p}(G_i, c)$ between a gene $G_i$
and the sample category $c$ would be as follows:

$$
\hat{p}(G_i, c) = \frac{1}{n_c \sqrt{2\pi h_c^2}} \sum_{w_{ik} \in c} \exp \left\{ -\frac{(w_i - w_{ik})^2}{2h_c^2 \sum_{c}} \right\}, \quad (8.17)
$$

where $n_c$ is the number of the training examples belonging to class $c$, $h_c$ the class specific window width, and $\Sigma_c$ represents the variance of expression values of gene $G_i$ that belong to class $c$. The value of $h$ is generally determined in a way developed in Silverman [35], that is,

$$
h = \left\{ \frac{4}{d+2} \right\}^{1/(d+4)} \times n^{-1/(d+4)}, \quad (8.18)
$$

where $d = 1$ and 2 for the estimation of marginal density and joint density, respectively. Hence, to compute the relevance of a gene with respect to sample categories and the redundancy between two genes using different information theoretic measures, Equations (8.15)–(8.17) can be used to approximate the required marginal and joint distributions.

### 8.3.3 Fuzzy Equivalence Partition Matrix

The FEPM, introduced in Maji and Pal [27] and reported in Chapter 5, can be used to compute different information measures on fuzzy approximation spaces. Given a finite set $U$, $A$ is a fuzzy attribute set in $U$, which generates a fuzzy equivalence partition on $U$. If $c$ denotes the number of fuzzy equivalence classes generated by the fuzzy equivalence relation and $n$ is the number of objects in $U$, then $c$-partitions of $U$ can be conveniently arrayed as a $(c \times n)$ FEPM $M_A = [m_{ij}^A]$, where

$$
M_A = \left( \begin{array}{cccc}
m_{11}^A & m_{12}^A & \cdots & m_{1n}^A \\
m_{21}^A & m_{22}^A & \cdots & m_{2n}^A \\
\cdots & \cdots & \cdots & \cdots \\
 m_{c1}^A & m_{c2}^A & \cdots & m_{cn}^A 
\end{array} \right) \quad (8.19)
$$

where $m_{ij}^A \in [0, 1]$ represents the membership of object $x_j$ in the $i$th fuzzy equivalence partition or class $F_i$. The fuzzy relative frequency corresponding to fuzzy equivalence partition $F_i$ is then defined as follows:

$$
\lambda_{F_i} = \frac{1}{n} \sum_{j=1}^{n} m_{ij}^A, \quad (8.20)
$$

which appears to be a natural generalization of the crisp set.
Given \(<U, A>, P \text{ and } Q\) are two subsets of \(A\). Let \(p\) and \(q\) be the numbers of fuzzy equivalence partitions or classes generated by the fuzzy attribute sets \(P\) and \(Q\), respectively, and \(P_i\) and \(Q_j\) represent the corresponding \(i\)th and \(j\)th fuzzy equivalence partitions, respectively. Then, the joint frequency of \(P_i\) and \(Q_j\) is given by

\[
\lambda_{P_iQ_j} = \frac{1}{n} \sum_{k=1}^{n} (m_{ik}^P \cap m_{jk}^Q).
\] (8.21)

Hence, to compute the relevance of a gene with respect to sample categories and the redundancy between two genes using different information theoretic measures, Equations (8.20) and (8.21) can be used to approximate the required marginal and joint distributions.

In this context, it should be noted that Hu et al. have introduced the concept of \(n \times n\) fuzzy equivalence relation matrix in Hu et al. [25] to compute entropy and mutual information in fuzzy approximation spaces. However, this matrix does not provide a way to compute marginal and joint distributions directly. In effect, many useful information measures cannot be computed from the FEPM [25]. Also, the complexity of this approach is \(O(n^2)\), which is higher than \(O(cn)\) of the FEPM-based approach as \(c \ll n\), where \(c\) is the number of fuzzy equivalence classes or partitions.

### 8.4 GENE SELECTION USING INFORMATION MEASURES

In microarray data analysis, the data set may contain a number of redundant genes with low relevance to the classes. The presence of such redundant and nonrelevant genes leads to a reduction in the useful information. Ideally, the selected genes should have high relevance with the classes, while the redundancy among them would be as low as possible. The genes with high relevance are expected to be able to predict the classes of the samples. However, the prediction capability is reduced if many redundant genes are selected. In contrast, a microarray data set that contains genes not only with high relevance with respect to the classes but with low mutual redundancy is more effective in its prediction capability. Hence, to assess the effectiveness of the genes, both relevance and redundancy need to be measured quantitatively. An information-measure-based gene selection method is presented next to address this problem.

Let \(G = \{G_1, \ldots, G_i, \ldots, G_j, \ldots, G_m\}\) denote the set of genes or fuzzy condition attributes of a given microarray data set and \(S\) be the set of selected genes. Define \(\hat{f}(G_i, D)\) as the relevance of the gene \(G_i\) with respect to the class label \(D\), while \(\hat{f}(G_i, G_j)\) as the redundancy between two genes \(G_i\) and \(G_j\). The total relevance of all selected genes is, therefore, given by

\[
J_{relev} = \sum_{G_i \in S} \hat{f}(G_i, D),
\] (8.22)
while the total redundancy among the selected genes is defined as follows:

\[ J_{\text{redun}} = \sum_{G_i, G_j \in S} \hat{f}(G_i, G_j). \]  

(8.23)

Therefore, the problem of selecting a set \( S \) of nonredundant and relevant genes from the whole set of genes \( G \) is equivalent to maximize \( J_{\text{relev}} \) and minimize \( J_{\text{redun}} \), that is, to maximize the objective function \( J \), where

\[ J = J_{\text{relev}} - J_{\text{redun}} = \sum_{G_i \in S} \hat{f}(G_i, D) - \sum_{G_i, G_j \in S} \hat{f}(G_i, G_j). \]  

(8.24)

The gene selection problem reported above can be solved using the greedy algorithm reported in Chapter 5. Both the relevance \( \hat{f}(G_i, D) \) of a gene \( G_i \) with respect to the class labels \( D \) and the redundancy \( \hat{f}(G_i, G_j) \) between two genes \( G_i \) and \( G_j \) can be calculated using any one of the information measures. The true marginal and joint distributions of continuous-valued genes can be approximated using any one of the density approximation methods reported earlier.

8.5 EXPERIMENTAL RESULTS

The performance of the FEPM-based density approximation approach is extensively compared with that of two existing methods, namely, the discretization-based approach (discrete) [5, 12] and the Parzen-window-based approach (Parzen) [15]. Results are reported with respect to three widely used information measures such as mutual information, \( V \)-information, and \( \chi^2 \)-information. All these measures are applied to calculate both gene-class relevance and gene–gene redundancy. To analyze the performance of different methods, the experimentation is done on five microarray gene expression data sets. The major metrics for evaluating the performance of different methods are the class separability index [4], which is reported in Chapter 5, and the classification accuracy of support vector machine (SVM) [36], which is reported next.

8.5.1 Support Vector Machine

The SVM [36] is a new and promising classification method. It is a margin classifier that draws an optimal hyperplane in the feature vector space; this defines a boundary that maximizes the margin between data samples in different classes, thereby leading to good generalization properties. A key factor in the SVM is to use kernels to construct nonlinear decision boundary. In this work, linear kernels are used. The source code of the SVM is downloaded from http://www.csie.ntu.edu.tw/~cjlin/libsvm.
8.5.2 Gene Expression Data Sets

In this chapter, three publicly available cancer and two arthritis data sets are used. Since binary classification is a typical and fundamental issue in diagnostic and prognostic prediction of cancer and arthritis, different methods are compared using the following five binary class data sets.

8.5.2.1 Breast Cancer  
The breast cancer data set contains expression levels of 7129 genes in 49 breast tumor samples [37]. The samples are classified according to their estrogen receptor (ER) status: 25 samples are ER positive whereas the other 24 samples are ER negative.

8.5.2.2 Leukemia  
It is an affymetrix high density oligonucleotide array that contains 7070 genes and 72 samples from two classes of leukemia: 47 acute lymphoblastic leukemia and 25 acute myeloid leukemia [2].

8.5.2.3 Colon Cancer  
The colon cancer data set contains the expression levels of 40 tumor and 22 normal colon tissues. Only the 2000 genes with the highest minimal intensity were selected by Alon et al. [38].

8.5.2.4 Rheumatoid Arthritis versus Osteoarthritis (RAOA)  
The rheumatoid arthritis versus osteoarthritis (RAOA) data set consists of gene expression profiles of 30 patients: 21 with the rheumatoid arthritis (RA) and 9 with the osteoarthritis (OA) [39]. The Cy5-labeled experimental cDNA and the Cy3-labeled common reference sample were pooled and hybridized to the lymphochips containing \( \sim \)18,000 cDNA spots representing genes of relevance in immunology [39].

8.5.2.5 Rheumatoid Arthritis versus Healthy Controls (RAHC)  
The rheumatoid arthritis versus healthy controls (RAHC) data set consists of gene expression profiling of peripheral blood cells from 32 patients with RA, 3 patients with probable RA, and 15 age- and sex-matched healthy controls performed on microarray with a complexity of \( \sim \)26K unique genes (43K elements) [40].

8.5.3 Performance Analysis of the FEPM

To select genes from the microarray data set using the FEPM-based method, the \( \pi \) function in the one-dimensional form is used to assign membership values to different fuzzy equivalence classes for the input genes. Each input real-valued gene in quantitative form is assigned to different fuzzy equivalence classes in terms of membership values using the \( \pi \) fuzzy set with appropriate parameters. The parameters of the \( \pi \) functions along each gene axis are determined automatically from the distribution of the training patterns. The parameters of each \( \pi \) fuzzy set are computed according to the procedure reported in Section 5.5.3 of Chapter 5.
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The $\eta$ is a multiplicative parameter controlling the extent of overlapping between fuzzy sets low and medium or medium and high. There is insignificant overlapping between the $\pi$ functions low and medium or medium and high as $\eta$ decreases. This implies that certain regions along the $i$th gene axis $G_i$ go underrepresented such that three membership values corresponding to three fuzzy sets low, medium, and high attain small values. On the other hand, as $\eta$ is increased, the amount of overlapping between the $\pi$ functions increases.

8.5.3.1 Class Separability Analysis Figures 8.1–8.5 depict the performance of the FEPM-based method for the five microarray data sets in terms of the within-class scatter matrix, between-class scatter matrix, and class separability index. The results are presented for 30 top ranked genes selected by the FEPM-based method for the three information measures and the five microarray data sets. Each data set is preprocessed by standardizing each sample to zero mean and unit variance. From the results reported in Figs. 8.1–8.5, it can be seen that as the value of multiplicative parameter $\eta$ increases, the values of within-class scatter matrix and class separability index decrease, while the between-class

![Figure 8.1](image_url)

**Figure 8.1** Variation of class separability index with respect to multiplicative parameter $\eta$ for breast cancer data set. (a) Within class scatter matrix, (b) between class scatter matrix, and (c) class separability index.
scatter matrix increases, irrespective of the data sets and information measures used. The best performance of the FEPM-based method is achieved for $1.0 \leq \eta \leq 1.8$. For $\eta > 1.8$, the performance of the FEPM-based method decreases with the increase in $\eta$.

Table 8.1 presents the best performance achieved by the FEPM-based method for different data sets and information measures used in terms of the within-class scatter matrix ($S_w$), between class scatter matrix ($S_b$), and class separability index ($S$), along with the corresponding $\eta$ value. The FEPM-based method achieves best performance with $\eta = 1.0$ for leukemia data using $V$-information, colon cancer data using $\chi^2$-information, RAOA data using mutual information and $\chi^2$-information, and RAHC data using mutual information, respectively. Similarly, the best performance is achieved with $\eta = 1.2$ for breast cancer data using mutual information and $\chi^2$-information, colon cancer data using mutual information, RAOA data using $V$-information, and RAHC data using $\chi^2$-information, respectively. At $\eta = 1.5$, mutual information and $\chi^2$-information provide best result for leukemia data, while $V$-information gives best performance for RAHC data. On the other hand, $V$-information provides the best performance for both
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Figure 8.3 Variation of class separability index with respect to multiplicative parameter $\eta$ for colon cancer data set. (a) Within class scatter matrix, (b) between class scatter matrix, and (c) class separability index.

breast and colon cancer data with $\eta = 1.8$. However, for $\eta > 1.8$, the performance of the FEPM-based method decreases with the increase in $\eta$ for the three measures and five microarray gene expression data sets used.

8.5.3.2 Classification Accuracy Analysis Tables 8.2–8.16 represent the performance of the FEPM-based method in terms of the classification accuracy of the SVM for different values of $\eta$. Results are presented for the five microarray data sets considering three widely used information measures such as mutual information, $V$-information, and $\chi^2$-information. To compute the prediction accuracy of the SVM, the leave-one-out cross-validation is performed on each gene expression data set. The values of $\eta$ investigated are 0.2, 0.5, 0.8, 1.0, 1.2, 1.5, 1.8, and 2.0. The number of genes selected ranges from 1 to 30; however, the results are reported only for 20 top-ranked genes, and each data set is preprocessed by standardizing each sample to zero mean and unit variance.

Tables 8.2, 8.3, and 8.4 depict the results for the breast cancer data set with respect to the three information measures. The 100% classification accuracy of the SVM is obtained for mutual information and $\chi^2$-information considering 8 and 7 top-ranked genes, respectively, with both $\eta = 0.5$ and 0.8, while in
case of V-information, 5 top-ranked genes are required to achieve this accuracy with $\eta = 0.5$. Similarly, maximum 98.6% accuracy in case of leukemia data is obtained for both mutual information and $\chi^2$-information using 9 genes with $\eta = 1.0$ and 13 genes with $\eta = 0.2$ and 0.5, respectively. On the other hand, V-information provides 100% accuracy using only 3 genes with $\eta = 0.5$. The results corresponding to leukemia data are reported in Tables 8.5–8.7. The results reported in Tables 8.8–8.10 are based on the predictive accuracy of the SVM on the colon cancer data. While both V- and $\chi^2$-information attain maximum 91.9% accuracy with 10 genes using $\eta = 0.5$ and 20 genes using $\eta = 1.0$, respectively, mutual information provides maximum 90.3% accuracy using 7 genes for $\eta = 1.0$ to 1.8.

Tables 8.11–8.16 present the results of two RA data sets, namely, RAOA and RAHC. For the RAOA data set, mutual information, V-information, and $\chi^2$-information attain 100% accuracy using 3 genes for $\eta = 0.2$, 0.5, and 1.2, 2 genes with $\eta = 1.5$ and 3 genes with $\eta = 0.2$ and 2.0, respectively. Similarly, 100% accuracy is obtained for the RAHC data set in case of these three measures using 7 genes with $\eta = 0.5$, 6 genes with $\eta = 0.2$, and 16 genes with $\eta = 1.2$, respectively. All the results reported in Tables 8.2–8.16 establish the fact that the
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Figure 8.5 Variation of class separability index with respect to multiplicative parameter \( \eta \) for RAHC data set. (a) Within class scatter matrix, (b) between class scatter matrix, and (c) class separability index.

### TABLE 8.1 Class Separability Analysis

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Measure</th>
<th>( \eta )</th>
<th>( S_w )</th>
<th>( S_b )</th>
<th>( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>( I )</td>
<td>1.2</td>
<td>0.654</td>
<td>0.346</td>
<td>1.889</td>
</tr>
<tr>
<td></td>
<td>( V )</td>
<td>1.5</td>
<td>0.675</td>
<td>0.325</td>
<td>2.079</td>
</tr>
<tr>
<td></td>
<td>( \chi^2 )</td>
<td>1.2</td>
<td>0.657</td>
<td>0.343</td>
<td>1.917</td>
</tr>
<tr>
<td>Leukemia</td>
<td>( I )</td>
<td>1.5</td>
<td>0.579</td>
<td>0.421</td>
<td>1.374</td>
</tr>
<tr>
<td></td>
<td>( V )</td>
<td>1.0</td>
<td>0.576</td>
<td>0.424</td>
<td>1.357</td>
</tr>
<tr>
<td></td>
<td>( \chi^2 )</td>
<td>1.5</td>
<td>0.573</td>
<td>0.427</td>
<td>1.341</td>
</tr>
<tr>
<td>Colon</td>
<td>( I )</td>
<td>1.2</td>
<td>0.768</td>
<td>0.232</td>
<td>3.306</td>
</tr>
<tr>
<td></td>
<td>( V )</td>
<td>1.8</td>
<td>0.769</td>
<td>0.231</td>
<td>3.334</td>
</tr>
<tr>
<td></td>
<td>( \chi^2 )</td>
<td>1.0</td>
<td>0.769</td>
<td>0.231</td>
<td>3.322</td>
</tr>
<tr>
<td>RAOA</td>
<td>( I )</td>
<td>1.0</td>
<td>0.639</td>
<td>0.361</td>
<td>1.767</td>
</tr>
<tr>
<td></td>
<td>( V )</td>
<td>1.2</td>
<td>0.627</td>
<td>0.373</td>
<td>1.683</td>
</tr>
<tr>
<td></td>
<td>( \chi^2 )</td>
<td>1.0</td>
<td>0.618</td>
<td>0.382</td>
<td>1.616</td>
</tr>
<tr>
<td>RAHC</td>
<td>( I )</td>
<td>1.0</td>
<td>0.725</td>
<td>0.275</td>
<td>2.641</td>
</tr>
<tr>
<td></td>
<td>( V )</td>
<td>1.5</td>
<td>0.729</td>
<td>0.271</td>
<td>2.687</td>
</tr>
<tr>
<td></td>
<td>( \chi^2 )</td>
<td>1.2</td>
<td>0.720</td>
<td>0.280</td>
<td>2.576</td>
</tr>
</tbody>
</table>
### TABLE 8.2 Mutual Information on Breast Cancer Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
</tr>
<tr>
<td>2</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>3</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>4</td>
<td>87.8</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>5</td>
<td>89.8</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>87.8</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>6</td>
<td>87.8</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>83.7</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>7</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
<td>93.9</td>
<td>93.9</td>
<td>85.7</td>
<td>93.9</td>
<td>91.8</td>
</tr>
<tr>
<td>8</td>
<td>93.9</td>
<td>100</td>
<td>100</td>
<td>91.8</td>
<td>93.9</td>
<td>91.8</td>
<td>89.8</td>
<td>89.8</td>
</tr>
<tr>
<td>9</td>
<td>93.9</td>
<td>98.0</td>
<td>100</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>85.7</td>
<td>89.8</td>
</tr>
<tr>
<td>10</td>
<td>91.8</td>
<td>100</td>
<td>100</td>
<td>87.8</td>
<td>93.9</td>
<td>91.8</td>
<td>85.7</td>
<td>85.7</td>
</tr>
<tr>
<td>11</td>
<td>89.8</td>
<td>100</td>
<td>100</td>
<td>87.8</td>
<td>89.8</td>
<td>91.8</td>
<td>87.8</td>
<td>85.7</td>
</tr>
<tr>
<td>12</td>
<td>91.8</td>
<td>98.0</td>
<td>95.9</td>
<td>89.8</td>
<td>89.8</td>
<td>91.8</td>
<td>87.8</td>
<td>85.7</td>
</tr>
<tr>
<td>13</td>
<td>89.8</td>
<td>98.0</td>
<td>98.0</td>
<td>95.9</td>
<td>87.8</td>
<td>93.9</td>
<td>91.8</td>
<td>87.8</td>
</tr>
<tr>
<td>14</td>
<td>93.9</td>
<td>98.0</td>
<td>95.9</td>
<td>100</td>
<td>87.8</td>
<td>93.9</td>
<td>91.8</td>
<td>87.8</td>
</tr>
<tr>
<td>15</td>
<td>93.9</td>
<td>98.0</td>
<td>95.9</td>
<td>100</td>
<td>87.8</td>
<td>95.9</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>16</td>
<td>93.9</td>
<td>93.9</td>
<td>98.0</td>
<td>100</td>
<td>89.8</td>
<td>95.9</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>17</td>
<td>93.9</td>
<td>95.9</td>
<td>98.0</td>
<td>100</td>
<td>87.8</td>
<td>89.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>18</td>
<td>89.8</td>
<td>93.9</td>
<td>100</td>
<td>100</td>
<td>89.8</td>
<td>89.8</td>
<td>91.8</td>
<td>87.8</td>
</tr>
<tr>
<td>19</td>
<td>93.9</td>
<td>93.9</td>
<td>98.0</td>
<td>100</td>
<td>100</td>
<td>95.9</td>
<td>95.9</td>
<td>87.8</td>
</tr>
<tr>
<td>20</td>
<td>93.9</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>93.9</td>
<td>95.9</td>
<td>91.8</td>
</tr>
</tbody>
</table>

### TABLE 8.3 V-Information on Breast Cancer Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
</tr>
<tr>
<td>2</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>89.8</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>3</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>4</td>
<td>93.9</td>
<td>98.0</td>
<td>93.9</td>
<td>95.9</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
<td>95.9</td>
</tr>
<tr>
<td>5</td>
<td>93.9</td>
<td>100</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>95.9</td>
<td>95.9</td>
<td>91.8</td>
</tr>
<tr>
<td>6</td>
<td>98.0</td>
<td>100</td>
<td>87.8</td>
<td>98.0</td>
<td>93.9</td>
<td>95.9</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>7</td>
<td>98.0</td>
<td>100</td>
<td>89.8</td>
<td>91.8</td>
<td>93.9</td>
<td>95.9</td>
<td>87.8</td>
<td>85.7</td>
</tr>
<tr>
<td>8</td>
<td>95.9</td>
<td>100</td>
<td>95.9</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
<td>93.9</td>
<td>87.8</td>
</tr>
<tr>
<td>9</td>
<td>98.0</td>
<td>100</td>
<td>95.9</td>
<td>93.9</td>
<td>95.9</td>
<td>91.8</td>
<td>95.9</td>
<td>87.8</td>
</tr>
<tr>
<td>10</td>
<td>93.9</td>
<td>100</td>
<td>95.9</td>
<td>100</td>
<td>100</td>
<td>95.9</td>
<td>95.9</td>
<td>87.8</td>
</tr>
<tr>
<td>11</td>
<td>95.9</td>
<td>95.9</td>
<td>93.9</td>
<td>98.0</td>
<td>100</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>12</td>
<td>93.9</td>
<td>95.9</td>
<td>91.8</td>
<td>100</td>
<td>100</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>13</td>
<td>93.9</td>
<td>95.9</td>
<td>91.8</td>
<td>98.0</td>
<td>100</td>
<td>95.9</td>
<td>93.9</td>
<td>91.8</td>
</tr>
<tr>
<td>14</td>
<td>95.9</td>
<td>95.9</td>
<td>89.8</td>
<td>98.0</td>
<td>98.0</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>15</td>
<td>95.9</td>
<td>93.9</td>
<td>91.8</td>
<td>98.0</td>
<td>98.0</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
</tr>
<tr>
<td>16</td>
<td>95.9</td>
<td>95.9</td>
<td>91.8</td>
<td>95.9</td>
<td>98.0</td>
<td>93.9</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>17</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>98.0</td>
<td>95.9</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>18</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>98.0</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>19</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>98.0</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>20</td>
<td>98.0</td>
<td>95.9</td>
<td>98.0</td>
<td>95.9</td>
<td>98.0</td>
<td>95.9</td>
<td>95.9</td>
<td>93.9</td>
</tr>
</tbody>
</table>
### TABLE 8.4 $\chi^2$-Information on Breast Cancer Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
<td>85.7</td>
</tr>
<tr>
<td>2</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>3</td>
<td>91.8</td>
<td>91.8</td>
<td>93.9</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>89.8</td>
</tr>
<tr>
<td>4</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
</tr>
<tr>
<td>5</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>6</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>7</td>
<td>93.9</td>
<td>100.0</td>
<td>100.0</td>
<td>93.9</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>8</td>
<td>91.8</td>
<td>98.0</td>
<td>100.0</td>
<td>89.8</td>
<td>93.9</td>
<td>93.9</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>9</td>
<td>93.9</td>
<td>100.0</td>
<td>99.0</td>
<td>91.8</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>87.8</td>
</tr>
<tr>
<td>10</td>
<td>93.9</td>
<td>100.0</td>
<td>100.0</td>
<td>93.9</td>
<td>95.9</td>
<td>87.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>11</td>
<td>87.8</td>
<td>98.0</td>
<td>100.0</td>
<td>98.0</td>
<td>91.8</td>
<td>87.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>12</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>87.8</td>
<td>87.8</td>
<td>87.8</td>
</tr>
<tr>
<td>13</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>95.9</td>
<td>91.8</td>
<td>91.8</td>
<td>91.8</td>
</tr>
<tr>
<td>14</td>
<td>93.9</td>
<td>100.0</td>
<td>99.0</td>
<td>91.8</td>
<td>89.8</td>
<td>89.8</td>
<td>89.8</td>
<td>87.8</td>
</tr>
<tr>
<td>15</td>
<td>93.9</td>
<td>100.0</td>
<td>100.0</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
<td>93.9</td>
</tr>
<tr>
<td>16</td>
<td>98.0</td>
<td>91.8</td>
<td>100.0</td>
<td>100.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>17</td>
<td>98.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>18</td>
<td>95.9</td>
<td>100.0</td>
<td>98.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>19</td>
<td>95.9</td>
<td>100.0</td>
<td>98.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>98.0</td>
<td>98.0</td>
</tr>
<tr>
<td>20</td>
<td>95.9</td>
<td>98.0</td>
<td>98.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>95.9</td>
<td>95.9</td>
</tr>
</tbody>
</table>

### TABLE 8.5 Mutual Information on Leukemia Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>3</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>4</td>
<td>95.8</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>5</td>
<td>95.8</td>
<td>95.8</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>6</td>
<td>95.8</td>
<td>95.8</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>7</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>9</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>10</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>11</td>
<td>94.4</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>12</td>
<td>94.4</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>13</td>
<td>95.8</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>14</td>
<td>98.6</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>15</td>
<td>97.2</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>16</td>
<td>97.2</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>17</td>
<td>97.2</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>18</td>
<td>94.4</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>19</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>20</td>
<td>93.1</td>
<td>95.8</td>
<td>93.1</td>
<td>98.6</td>
<td>94.4</td>
<td>95.8</td>
<td>95.8</td>
<td>94.4</td>
</tr>
</tbody>
</table>
### TABLE 8.6 $V$-Information on Leukemia Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.4</td>
<td>90.3</td>
<td>90.3</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>98.6</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>3</td>
<td>97.2</td>
<td>100</td>
<td>98.6</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>4</td>
<td>95.8</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
</tr>
<tr>
<td>5</td>
<td>95.8</td>
<td>100</td>
<td>95.8</td>
<td>97.2</td>
<td>94.4</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>6</td>
<td>95.8</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>95.8</td>
<td>97.2</td>
<td>97.2</td>
<td>94.4</td>
</tr>
<tr>
<td>7</td>
<td>95.8</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>8</td>
<td>95.8</td>
<td>98.6</td>
<td>94.4</td>
<td>98.6</td>
<td>95.8</td>
<td>95.8</td>
<td>98.6</td>
<td>95.8</td>
</tr>
<tr>
<td>9</td>
<td>98.6</td>
<td>98.6</td>
<td>93.1</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>98.6</td>
<td>95.8</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>98.6</td>
<td>97.2</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
</tr>
<tr>
<td>11</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>98.6</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>12</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>98.6</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>13</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>94.4</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>98.6</td>
<td>97.2</td>
<td>95.8</td>
<td>94.4</td>
<td>97.2</td>
<td>97.2</td>
<td>92.7</td>
</tr>
<tr>
<td>15</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>93.1</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>16</td>
<td>98.6</td>
<td>97.2</td>
<td>94.4</td>
<td>95.8</td>
<td>94.4</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>17</td>
<td>98.6</td>
<td>97.2</td>
<td>94.4</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>98.6</td>
<td>95.8</td>
<td>95.8</td>
<td>93.1</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>19</td>
<td>98.6</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>20</td>
<td>98.6</td>
<td>98.6</td>
<td>95.8</td>
<td>98.6</td>
<td>91.7</td>
<td>94.4</td>
<td>97.2</td>
<td>94.4</td>
</tr>
</tbody>
</table>

### TABLE 8.7 $\chi^2$-Information on Leukemia Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>3</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>4</td>
<td>94.4</td>
<td>97.2</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
<td>93.1</td>
</tr>
<tr>
<td>5</td>
<td>94.4</td>
<td>97.2</td>
<td>93.1</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>91.7</td>
</tr>
<tr>
<td>6</td>
<td>95.8</td>
<td>97.2</td>
<td>93.1</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>7</td>
<td>95.8</td>
<td>95.8</td>
<td>93.1</td>
<td>97.2</td>
<td>97.2</td>
<td>94.4</td>
<td>94.4</td>
<td>94.4</td>
</tr>
<tr>
<td>8</td>
<td>94.4</td>
<td>97.2</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>97.2</td>
<td>97.2</td>
<td>93.1</td>
</tr>
<tr>
<td>9</td>
<td>94.4</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>10</td>
<td>94.4</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
</tr>
<tr>
<td>11</td>
<td>95.8</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>12</td>
<td>95.8</td>
<td>95.8</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>13</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>14</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>15</td>
<td>97.2</td>
<td>98.6</td>
<td>98.6</td>
<td>98.6</td>
<td>95.8</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>16</td>
<td>95.8</td>
<td>97.2</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>17</td>
<td>95.8</td>
<td>97.2</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
</tr>
<tr>
<td>18</td>
<td>95.8</td>
<td>95.8</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>19</td>
<td>95.8</td>
<td>97.2</td>
<td>98.6</td>
<td>98.6</td>
<td>97.2</td>
<td>95.8</td>
<td>95.8</td>
<td>95.8</td>
</tr>
<tr>
<td>20</td>
<td>95.8</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>97.2</td>
<td>94.4</td>
</tr>
</tbody>
</table>
### TABLE 8.8 Mutual Information on Colon Cancer Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75.8</td>
<td>75.8</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>2</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>3</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>4</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>5</td>
<td>85.5</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>6</td>
<td>87.1</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>7</td>
<td>88.7</td>
<td>82.3</td>
<td>85.5</td>
<td>90.3</td>
<td>90.3</td>
<td>90.3</td>
<td>90.3</td>
<td>85.5</td>
</tr>
<tr>
<td>8</td>
<td>87.1</td>
<td>82.3</td>
<td>88.7</td>
<td>90.3</td>
<td>90.3</td>
<td>90.3</td>
<td>90.3</td>
<td>83.9</td>
</tr>
<tr>
<td>9</td>
<td>85.5</td>
<td>88.7</td>
<td>87.1</td>
<td>90.3</td>
<td>90.3</td>
<td>88.7</td>
<td>88.7</td>
<td>83.9</td>
</tr>
<tr>
<td>10</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>90.3</td>
<td>88.7</td>
<td>88.7</td>
<td>88.7</td>
<td>83.9</td>
</tr>
<tr>
<td>11</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>90.3</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>12</td>
<td>87.1</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>13</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>82.3</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>14</td>
<td>82.3</td>
<td>80.6</td>
<td>80.6</td>
<td>83.9</td>
<td>82.3</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>15</td>
<td>79.0</td>
<td>85.5</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>83.9</td>
</tr>
<tr>
<td>16</td>
<td>79.0</td>
<td>83.9</td>
<td>82.3</td>
<td>80.6</td>
<td>80.6</td>
<td>83.9</td>
<td>79.0</td>
<td>79.0</td>
</tr>
<tr>
<td>17</td>
<td>77.4</td>
<td>83.9</td>
<td>82.3</td>
<td>83.9</td>
<td>80.6</td>
<td>83.9</td>
<td>80.6</td>
<td>82.3</td>
</tr>
<tr>
<td>18</td>
<td>79.0</td>
<td>80.6</td>
<td>82.3</td>
<td>80.6</td>
<td>82.3</td>
<td>85.5</td>
<td>83.9</td>
<td>80.6</td>
</tr>
<tr>
<td>19</td>
<td>80.6</td>
<td>80.6</td>
<td>82.3</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
</tr>
<tr>
<td>20</td>
<td>85.5</td>
<td>87.1</td>
<td>82.3</td>
<td>80.6</td>
<td>79.0</td>
<td>80.6</td>
<td>79.0</td>
<td>79.0</td>
</tr>
</tbody>
</table>

### TABLE 8.9 V-Information on Colon Cancer Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>2</td>
<td>85.5</td>
<td>83.9</td>
<td>87.1</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>3</td>
<td>87.1</td>
<td>87.1</td>
<td>85.5</td>
<td>85.5</td>
<td>88.7</td>
<td>85.5</td>
<td>88.7</td>
<td>85.5</td>
</tr>
<tr>
<td>4</td>
<td>87.1</td>
<td>85.5</td>
<td>85.5</td>
<td>83.9</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>88.7</td>
</tr>
<tr>
<td>5</td>
<td>88.7</td>
<td>90.3</td>
<td>85.5</td>
<td>90.3</td>
<td>87.1</td>
<td>87.1</td>
<td>88.7</td>
<td>88.7</td>
</tr>
<tr>
<td>6</td>
<td>90.3</td>
<td>90.3</td>
<td>87.1</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>88.7</td>
<td>88.7</td>
</tr>
<tr>
<td>7</td>
<td>88.7</td>
<td>93.5</td>
<td>87.1</td>
<td>82.3</td>
<td>85.5</td>
<td>85.5</td>
<td>90.3</td>
<td>90.3</td>
</tr>
<tr>
<td>8</td>
<td>88.7</td>
<td>88.7</td>
<td>87.1</td>
<td>85.5</td>
<td>83.9</td>
<td>87.1</td>
<td>90.3</td>
<td>90.3</td>
</tr>
<tr>
<td>9</td>
<td>85.5</td>
<td>90.3</td>
<td>87.1</td>
<td>87.1</td>
<td>88.7</td>
<td>85.5</td>
<td>90.3</td>
<td>90.3</td>
</tr>
<tr>
<td>10</td>
<td>87.1</td>
<td>91.9</td>
<td>82.3</td>
<td>87.1</td>
<td>87.1</td>
<td>85.5</td>
<td>88.7</td>
<td>88.7</td>
</tr>
<tr>
<td>11</td>
<td>82.3</td>
<td>90.3</td>
<td>88.7</td>
<td>87.1</td>
<td>83.9</td>
<td>85.5</td>
<td>88.7</td>
<td>88.7</td>
</tr>
<tr>
<td>12</td>
<td>85.5</td>
<td>90.3</td>
<td>87.1</td>
<td>85.5</td>
<td>82.3</td>
<td>83.9</td>
<td>85.5</td>
<td>88.7</td>
</tr>
<tr>
<td>13</td>
<td>88.7</td>
<td>88.7</td>
<td>88.7</td>
<td>80.6</td>
<td>80.6</td>
<td>83.9</td>
<td>85.5</td>
<td>88.7</td>
</tr>
<tr>
<td>14</td>
<td>87.1</td>
<td>87.1</td>
<td>83.9</td>
<td>88.7</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>88.7</td>
</tr>
<tr>
<td>15</td>
<td>85.5</td>
<td>87.1</td>
<td>83.9</td>
<td>88.7</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>85.5</td>
</tr>
<tr>
<td>16</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>91.9</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>17</td>
<td>83.9</td>
<td>80.6</td>
<td>83.9</td>
<td>90.3</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>80.6</td>
</tr>
<tr>
<td>18</td>
<td>83.9</td>
<td>82.3</td>
<td>83.9</td>
<td>90.3</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>80.6</td>
</tr>
<tr>
<td>19</td>
<td>83.9</td>
<td>82.3</td>
<td>83.9</td>
<td>91.9</td>
<td>79.0</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>20</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>90.3</td>
<td>83.9</td>
<td>82.3</td>
<td>82.3</td>
<td>83.9</td>
</tr>
</tbody>
</table>
### TABLE 8.10 $\chi^2$-Information on Colon Cancer Data

<table>
<thead>
<tr>
<th>Gene/$\eta$</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>2</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>3</td>
<td>85.5</td>
<td>85.5</td>
<td>88.7</td>
<td>88.7</td>
<td>88.7</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>4</td>
<td>82.3</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>5</td>
<td>88.7</td>
<td>87.1</td>
<td>87.1</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>88.7</td>
<td>88.7</td>
</tr>
<tr>
<td>6</td>
<td>87.1</td>
<td>88.7</td>
<td>90.3</td>
<td>85.5</td>
<td>85.5</td>
<td>87.1</td>
<td>88.7</td>
<td>87.1</td>
</tr>
<tr>
<td>7</td>
<td>88.7</td>
<td>88.7</td>
<td>90.3</td>
<td>83.9</td>
<td>83.9</td>
<td>90.3</td>
<td>90.3</td>
<td>88.7</td>
</tr>
<tr>
<td>8</td>
<td>85.5</td>
<td>88.7</td>
<td>90.3</td>
<td>87.1</td>
<td>87.1</td>
<td>90.3</td>
<td>90.3</td>
<td>88.7</td>
</tr>
<tr>
<td>9</td>
<td>85.5</td>
<td>87.1</td>
<td>90.3</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>83.9</td>
<td>85.5</td>
</tr>
<tr>
<td>10</td>
<td>80.6</td>
<td>87.1</td>
<td>88.7</td>
<td>83.9</td>
<td>83.9</td>
<td>87.1</td>
<td>88.7</td>
<td>87.1</td>
</tr>
<tr>
<td>11</td>
<td>80.6</td>
<td>87.1</td>
<td>88.7</td>
<td>88.7</td>
<td>88.7</td>
<td>83.9</td>
<td>85.5</td>
<td>85.5</td>
</tr>
<tr>
<td>12</td>
<td>85.5</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>87.1</td>
<td>82.3</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>13</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>85.5</td>
<td>82.3</td>
<td>82.3</td>
<td>82.3</td>
<td>82.3</td>
</tr>
<tr>
<td>14</td>
<td>83.9</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>83.9</td>
</tr>
<tr>
<td>15</td>
<td>87.1</td>
<td>80.6</td>
<td>80.6</td>
<td>82.3</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
<tr>
<td>16</td>
<td>88.7</td>
<td>83.9</td>
<td>80.6</td>
<td>80.6</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
<tr>
<td>17</td>
<td>87.1</td>
<td>79.0</td>
<td>83.9</td>
<td>83.9</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
<tr>
<td>18</td>
<td>83.9</td>
<td>82.3</td>
<td>83.9</td>
<td>83.9</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
<tr>
<td>19</td>
<td>83.9</td>
<td>80.6</td>
<td>83.9</td>
<td>83.9</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
<tr>
<td>20</td>
<td>85.5</td>
<td>80.6</td>
<td>80.6</td>
<td>91.9</td>
<td>80.6</td>
<td>82.3</td>
<td>83.9</td>
<td>82.3</td>
</tr>
</tbody>
</table>

### TABLE 8.11 Mutual Information on RAOA Data

<table>
<thead>
<tr>
<th>Gene/$\eta$</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.3</td>
<td>93.3</td>
<td>93.3</td>
<td>86.7</td>
<td>93.3</td>
<td>93.3</td>
<td>86.7</td>
<td>86.7</td>
</tr>
<tr>
<td>2</td>
<td>86.7</td>
<td>96.7</td>
<td>93.3</td>
<td>93.3</td>
<td>90.0</td>
<td>96.7</td>
<td>93.3</td>
<td>93.3</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
<td>93.3</td>
<td>90.0</td>
<td>100</td>
<td>93.3</td>
<td>93.3</td>
<td>96.7</td>
</tr>
<tr>
<td>4</td>
<td>96.7</td>
<td>96.7</td>
<td>90.0</td>
<td>90.0</td>
<td>96.7</td>
<td>90.0</td>
<td>93.3</td>
<td>96.7</td>
</tr>
<tr>
<td>5</td>
<td>96.7</td>
<td>100</td>
<td>90.0</td>
<td>90.0</td>
<td>96.7</td>
<td>90.0</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>100</td>
<td>90.0</td>
<td>90.0</td>
<td>96.7</td>
<td>90.0</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>96.7</td>
<td>100</td>
<td>90.0</td>
<td>90.0</td>
<td>96.7</td>
<td>90.0</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>96.7</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
### TABLE 8.12 \( V \)-Information on RAOA Data

<table>
<thead>
<tr>
<th>Gene/( \eta )</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>76.7</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>90.0</td>
<td>93.3</td>
<td>90.0</td>
<td>90.0</td>
<td>96.7</td>
<td>100</td>
<td>93.3</td>
<td>90.0</td>
</tr>
<tr>
<td>3</td>
<td>90.0</td>
<td>90.0</td>
<td>93.3</td>
<td>93.3</td>
<td>100</td>
<td>100</td>
<td>90.0</td>
<td>93.3</td>
</tr>
<tr>
<td>4</td>
<td>96.7</td>
<td>93.3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>5</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>6</td>
<td>93.3</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>93.3</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>7</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>96.7</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
</tbody>
</table>

### TABLE 8.13 \( \chi^2 \)-Information on RAOA Data

<table>
<thead>
<tr>
<th>Gene/( \eta )</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>93.3</td>
<td>73.3</td>
<td>86.7</td>
</tr>
<tr>
<td>2</td>
<td>86.7</td>
<td>93.3</td>
<td>90.0</td>
<td>96.7</td>
<td>96.7</td>
<td>93.3</td>
<td>80.0</td>
<td>83.3</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>90.0</td>
<td>93.3</td>
<td>96.7</td>
<td>96.7</td>
<td>93.3</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>96.7</td>
<td>93.3</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>93.3</td>
<td>86.7</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>86.7</td>
<td>90.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>93.3</td>
<td>96.7</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>93.3</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
<td>96.7</td>
<td>96.7</td>
</tr>
</tbody>
</table>
### Table 8.14  Mutual Information on RAHC Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
</tr>
<tr>
<td>2</td>
<td>84.0</td>
<td>86.0</td>
<td>84.0</td>
<td>86.0</td>
<td>86.0</td>
<td>92.0</td>
<td>86.0</td>
<td>92.0</td>
</tr>
<tr>
<td>3</td>
<td>82.0</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>4</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
<td>96.0</td>
</tr>
<tr>
<td>5</td>
<td>90.0</td>
<td>88.0</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>88.0</td>
<td>92.0</td>
</tr>
<tr>
<td>6</td>
<td>88.0</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
<td>90.0</td>
<td>92.0</td>
<td>94.0</td>
<td>90.0</td>
</tr>
<tr>
<td>7</td>
<td>90.0</td>
<td>100</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>90.0</td>
<td>92.0</td>
<td>90.0</td>
</tr>
<tr>
<td>8</td>
<td>98.0</td>
<td>96.0</td>
<td>96.0</td>
<td>96.0</td>
<td>96.0</td>
<td>90.0</td>
<td>90.0</td>
<td>86.0</td>
</tr>
<tr>
<td>9</td>
<td>96.0</td>
<td>94.0</td>
<td>96.0</td>
<td>94.0</td>
<td>96.0</td>
<td>86.0</td>
<td>90.0</td>
<td>88.0</td>
</tr>
<tr>
<td>10</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>11</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>90.0</td>
<td>88.0</td>
<td>86.0</td>
</tr>
<tr>
<td>12</td>
<td>90.0</td>
<td>90.0</td>
<td>96.0</td>
<td>94.0</td>
<td>94.0</td>
<td>90.0</td>
<td>92.0</td>
<td>94.0</td>
</tr>
<tr>
<td>13</td>
<td>92.0</td>
<td>90.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>90.0</td>
<td>88.0</td>
<td>92.0</td>
</tr>
<tr>
<td>14</td>
<td>94.0</td>
<td>92.0</td>
<td>100</td>
<td>98.0</td>
<td>94.0</td>
<td>90.0</td>
<td>84.0</td>
<td>92.0</td>
</tr>
<tr>
<td>15</td>
<td>92.0</td>
<td>92.0</td>
<td>96.0</td>
<td>96.0</td>
<td>96.0</td>
<td>86.0</td>
<td>86.0</td>
<td>90.0</td>
</tr>
<tr>
<td>16</td>
<td>92.0</td>
<td>94.0</td>
<td>96.0</td>
<td>96.0</td>
<td>96.0</td>
<td>98.0</td>
<td>84.0</td>
<td>90.0</td>
</tr>
<tr>
<td>17</td>
<td>92.0</td>
<td>92.0</td>
<td>96.0</td>
<td>96.0</td>
<td>98.0</td>
<td>90.0</td>
<td>90.0</td>
<td>88.0</td>
</tr>
<tr>
<td>18</td>
<td>92.0</td>
<td>92.0</td>
<td>96.0</td>
<td>96.0</td>
<td>96.0</td>
<td>98.0</td>
<td>90.0</td>
<td>88.0</td>
</tr>
<tr>
<td>19</td>
<td>94.0</td>
<td>92.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>90.0</td>
<td>86.0</td>
<td>88.0</td>
</tr>
<tr>
<td>20</td>
<td>98.0</td>
<td>94.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>88.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
</tbody>
</table>

### Table 8.15  V -Information on RAHC Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.0</td>
<td>84.0</td>
<td>84.0</td>
<td>78.0</td>
<td>78.0</td>
<td>80.0</td>
<td>80.0</td>
<td>76.0</td>
</tr>
<tr>
<td>2</td>
<td>86.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
<td>82.0</td>
<td>82.0</td>
<td>86.0</td>
</tr>
<tr>
<td>3</td>
<td>90.0</td>
<td>90.0</td>
<td>96.0</td>
<td>92.0</td>
<td>92.0</td>
<td>86.0</td>
<td>88.0</td>
<td>92.0</td>
</tr>
<tr>
<td>4</td>
<td>92.0</td>
<td>96.0</td>
<td>94.0</td>
<td>90.0</td>
<td>90.0</td>
<td>88.0</td>
<td>90.0</td>
<td>92.0</td>
</tr>
<tr>
<td>5</td>
<td>98.0</td>
<td>96.0</td>
<td>94.0</td>
<td>84.0</td>
<td>84.0</td>
<td>92.0</td>
<td>90.0</td>
<td>92.0</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>96.0</td>
<td>94.0</td>
<td>88.0</td>
<td>96.0</td>
<td>98.0</td>
<td>96.0</td>
<td>94.0</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>96.0</td>
<td>94.0</td>
<td>92.0</td>
<td>92.0</td>
<td>98.0</td>
<td>96.0</td>
<td>96.0</td>
</tr>
<tr>
<td>8</td>
<td>96.0</td>
<td>98.0</td>
<td>96.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
</tr>
<tr>
<td>9</td>
<td>94.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>10</td>
<td>94.0</td>
<td>96.0</td>
<td>100</td>
<td>96.0</td>
<td>96.0</td>
<td>92.0</td>
<td>96.0</td>
<td>94.0</td>
</tr>
<tr>
<td>11</td>
<td>98.0</td>
<td>98.0</td>
<td>100</td>
<td>96.0</td>
<td>96.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>12</td>
<td>98.0</td>
<td>94.0</td>
<td>100</td>
<td>94.0</td>
<td>96.0</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
</tr>
<tr>
<td>13</td>
<td>98.0</td>
<td>94.0</td>
<td>100</td>
<td>98.0</td>
<td>96.0</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>96.0</td>
<td>100</td>
<td>98.0</td>
<td>94.0</td>
<td>88.0</td>
<td>94.0</td>
<td>94.0</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>98.0</td>
<td>100</td>
<td>100</td>
<td>98.0</td>
<td>90.0</td>
<td>90.0</td>
<td>94.0</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
<td>98.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>92.0</td>
<td>88.0</td>
<td>96.0</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>94.0</td>
<td>90.0</td>
<td>96.0</td>
</tr>
<tr>
<td>18</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>94.0</td>
<td>90.0</td>
<td>96.0</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>92.0</td>
<td>90.0</td>
<td>96.0</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>96.0</td>
<td>96.0</td>
<td>100</td>
</tr>
</tbody>
</table>
### TABLE 8.16 $\chi^2$-Information on RAHC Data

<table>
<thead>
<tr>
<th>Gene/η</th>
<th>0.2</th>
<th>0.5</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.5</th>
<th>1.8</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
<td>78.0</td>
</tr>
<tr>
<td>2</td>
<td>84.0</td>
<td>86.0</td>
<td>86.0</td>
<td>86.0</td>
<td>86.0</td>
<td>86.0</td>
<td>86.0</td>
<td>86.0</td>
</tr>
<tr>
<td>3</td>
<td>82.0</td>
<td>92.0</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>4</td>
<td>86.0</td>
<td>90.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
</tr>
<tr>
<td>5</td>
<td>88.0</td>
<td>88.0</td>
<td>88.0</td>
<td>90.0</td>
<td>90.0</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
</tr>
<tr>
<td>6</td>
<td>84.0</td>
<td>92.0</td>
<td>94.0</td>
<td>88.0</td>
<td>88.0</td>
<td>88.0</td>
<td>94.0</td>
<td>96.0</td>
</tr>
<tr>
<td>7</td>
<td>90.0</td>
<td>96.0</td>
<td>94.0</td>
<td>94.0</td>
<td>86.0</td>
<td>90.0</td>
<td>94.0</td>
<td>96.0</td>
</tr>
<tr>
<td>8</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
<td>84.0</td>
<td>92.0</td>
<td>92.0</td>
<td>94.0</td>
</tr>
<tr>
<td>9</td>
<td>92.0</td>
<td>92.0</td>
<td>92.0</td>
<td>94.0</td>
<td>96.0</td>
<td>92.0</td>
<td>90.0</td>
<td>92.0</td>
</tr>
<tr>
<td>10</td>
<td>92.0</td>
<td>94.0</td>
<td>94.0</td>
<td>94.0</td>
<td>92.0</td>
<td>90.0</td>
<td>92.0</td>
<td>92.0</td>
</tr>
<tr>
<td>11</td>
<td>92.0</td>
<td>90.0</td>
<td>90.0</td>
<td>92.0</td>
<td>98.0</td>
<td>86.0</td>
<td>92.0</td>
<td>90.0</td>
</tr>
<tr>
<td>12</td>
<td>90.0</td>
<td>88.0</td>
<td>98.0</td>
<td>96.0</td>
<td>98.0</td>
<td>88.0</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>13</td>
<td>90.0</td>
<td>88.0</td>
<td>98.0</td>
<td>96.0</td>
<td>96.0</td>
<td>84.0</td>
<td>88.0</td>
<td>92.0</td>
</tr>
<tr>
<td>14</td>
<td>90.0</td>
<td>90.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>84.0</td>
<td>92.0</td>
<td>88.0</td>
</tr>
<tr>
<td>15</td>
<td>94.0</td>
<td>94.0</td>
<td>98.0</td>
<td>98.0</td>
<td>96.0</td>
<td>82.0</td>
<td>92.0</td>
<td>84.0</td>
</tr>
<tr>
<td>16</td>
<td>92.0</td>
<td>94.0</td>
<td>98.0</td>
<td>98.0</td>
<td>100</td>
<td>82.0</td>
<td>92.0</td>
<td>84.0</td>
</tr>
<tr>
<td>17</td>
<td>88.0</td>
<td>92.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>84.0</td>
<td>92.0</td>
<td>86.0</td>
</tr>
<tr>
<td>18</td>
<td>88.0</td>
<td>94.0</td>
<td>98.0</td>
<td>98.0</td>
<td>98.0</td>
<td>88.0</td>
<td>90.0</td>
<td>88.0</td>
</tr>
<tr>
<td>19</td>
<td>90.0</td>
<td>94.0</td>
<td>98.0</td>
<td>100</td>
<td>98.0</td>
<td>88.0</td>
<td>88.0</td>
<td>88.0</td>
</tr>
<tr>
<td>20</td>
<td>90.0</td>
<td>96.0</td>
<td>100</td>
<td>98.0</td>
<td>98.0</td>
<td>88.0</td>
<td>86.0</td>
<td>86.0</td>
</tr>
</tbody>
</table>

**Figure 8.6** Scatter plot of the samples of two classes for the RAOA data.
FEPM-based method achieves consistently better performance for $0.5 \leq \eta \leq 1.5$ with respect to the classification accuracy of the SVM, irrespective of the data sets and information measures used.

From both class separability and classification accuracy analysis reported in Figs. 8.1–8.5 and Tables 8.1–8.16, it can be seen that very large or very small amount of overlapping among three fuzzy sets of the input gene are found to be undesirable. Figure 8.6 represents an example scatter plot of the samples of two classes for the RAOA data set considering two top-ranked genes selected by $V$-information measure using the FEPM-based method at $\eta = 1.5$. From the figure, it can be seen that the samples of the two classes are linearly separable.

8.5.4 Comparative Performance Analysis

Finally, Tables 8.17 and 8.18 provide the comparative results of different methods with respect to the classification accuracy of the SVM and class separability index. Results are reported for the five microarray data sets and three widely used information measures. From the results reported in Tables 8.17 and 8.18, it can be seen that the FEPM-based method provides better or comparable classification accuracy than that of two existing methods with lower number of selected genes in most of the cases. However, in case of breast cancer data using mutual information and leukemia, colon cancer and RAHC data sets using $\chi^2$-information, the FEPM-based method attains the same accuracy with that of the discrete method with slightly higher number of genes. But, the class separability index of 30 top ranked genes selected using the FEPM-based method is lower than that of the existing two methods, irrespective of the data sets and information measures used. The better performance of the FEPM-based method is achieved because of the fact that the FEPM provides an efficient way to approximate the true marginal and joint distributions of continuous gene expression values than that of the discrete and Parzen-window-based methods.

8.6 CONCLUSION AND DISCUSSION

This chapter deals with the problem of selecting discriminative genes from high dimensional microarray data sets. Several information measures such as entropy, mutual information, and $f$-information have been shown to be successful for this task. However, for continuous gene expression values, it is very difficult to find the true density functions and to perform the integrations required to compute different information measures. In this regard, the concept of FEPM is used here to approximate the true marginal and joint distributions of continuous gene expression values. The performance of this approach is compared with that of some existing approaches using the class separability index and predictive accuracy of SVM.

For three cancer and two arthritis microarray data sets, significantly better results are found for the FEPM-based method compared to the existing methods,
irrespective of the information measures used. An important finding, however, is that the current approach is shown to be effective for selecting relevant and nonredundant continuous-valued genes from microarray data. All the results reported in this chapter demonstrate the feasibility and effectiveness of the FEPM-based method. It is capable of identifying discriminative genes that may contribute to revealing underlying class structures, providing a useful tool for the exploratory analysis of biological data. The results obtained on gene microarray data sets establish that the FEPM-based method can bring about a remarkable improvement on approximation of the true marginal and joint distributions of continuous feature values. The FEPM-based method is only used for the selection of genes from microarray data sets. This method can be extended to other density approximation tasks depending on the problems at hand.
TABLE 8.18 Comparative Performance Analysis on Arthritis Data

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Measure</th>
<th>Method</th>
<th>Accuracy</th>
<th>Genes</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>FEPM</td>
<td>100</td>
<td>3</td>
<td>1.767</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discrete</td>
<td>100</td>
<td>4</td>
<td>2.774</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parzen</td>
<td>100</td>
<td>3</td>
<td>1.992</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEPM</td>
<td>100</td>
<td>2</td>
<td>1.683</td>
<td></td>
</tr>
<tr>
<td>RAOA</td>
<td>V</td>
<td>Discrete</td>
<td>100</td>
<td>3</td>
<td>3.628</td>
</tr>
<tr>
<td></td>
<td>Parzen</td>
<td>100</td>
<td>3</td>
<td>3.704</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEPM</td>
<td>100</td>
<td>3</td>
<td>1.616</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discrete</td>
<td>100</td>
<td>8</td>
<td>2.718</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parzen</td>
<td>100</td>
<td>11</td>
<td>3.008</td>
<td></td>
</tr>
<tr>
<td>RAHC</td>
<td>$\chi^2$</td>
<td>Discrete</td>
<td>100</td>
<td>7</td>
<td>2.641</td>
</tr>
<tr>
<td></td>
<td>FEPM</td>
<td>100</td>
<td>29</td>
<td>4.169</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parzen</td>
<td>100</td>
<td>22</td>
<td>4.137</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FEPM</td>
<td>100</td>
<td>6</td>
<td>2.687</td>
<td></td>
</tr>
</tbody>
</table>

In Chapters 6–8, we have demonstrated the applications of rough-fuzzy methods to different problems of bioinformatics. The next chapter reports an application of the rough-fuzzy approach to medical imaging, namely, segmentation of brain magnetic resonance (MR) images.
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SEGMENTATION OF BRAIN MAGNETIC RESONANCE IMAGES

9.1 INTRODUCTION

Segmentation is a process of partitioning an image space into some nonoverlapping meaningful homogeneous regions. The success of an image analysis system depends on the quality of segmentation [1]. If the domain of the image is given by \( \Omega \), then the segmentation problem is to determine the sets \( S_k \subset \Omega \), whose union is the entire domain \( \Omega \). The sets that make up a segmentation must satisfy

\[
\Omega = \bigcup_{k=1}^{K} S_k, \quad \text{where } S_k \cap S_j = \emptyset \quad \text{for } k \neq j,
\]

and each \( S_k \) is connected. Hence, a segmentation method is supposed to find those sets that correspond to distinct anatomical structures or regions of interest in the image. In the analysis of medical images for computer-aided diagnosis and therapy, segmentation is often required as a preliminary stage. However, medical image segmentation is a complex and challenging task owing to the intrinsic nature of the images. The brain has a particularly complicated structure and its precise segmentation is very important for detecting tumors, edema, and necrotic tissues, in order to prescribe appropriate therapy [2].

In medical imaging technology, a number of complementary diagnostic tools such as X-ray computer tomography, magnetic resonance imaging (MRI), and
positron emission tomography are available. The MRI is an important diagnostic imaging technique for the early detection of abnormal changes in tissues and organs. Its unique advantage over other modalities is that it can provide multi-spectral images of tissues with a variety of contrasts on the basis of the three MR parameters $\rho$, $T_1$, and $T_2$. Therefore, the majority of research in medical image segmentation concerns MR images [2].

Conventionally, brain MR images are interpreted visually and qualitatively by radiologists. Advanced research requires quantitative information such as the size of the brain ventricles after a traumatic brain injury or the relative volume of ventricles to brain. Fully automatic methods sometimes fail, producing incorrect results and requiring the intervention of a human operator. This is often true owing to the restrictions imposed by image acquisition, pathology, and biological variation. So, it is important to have a faithful method to measure various structures in the brain. One such method is the segmentation of images to isolate objects and regions of interest.

Many image-processing techniques have been proposed for MR image segmentation [3, 4], most notably thresholding [5–7], region-growing [8], edge detection [9], pixel classification [10, 11], and clustering [12–14]. Some algorithms using the neural network approach have also been investigated in MR image segmentation problems [15, 16]. One of the main problems in medical image segmentation is uncertainty. Some of the sources of this uncertainty include imprecision in computations and vagueness in class definitions. In this background, the possibility concept introduced by the fuzzy set theory and rough set theory have gained popularity in modeling and propagating uncertainty. Both fuzzy set and rough set provide a mathematical framework to capture uncertainties associated with the human cognition process. The segmentation of MR images using fuzzy $c$-means (FCM) has been reported [12, 16–20]. Image segmentation using rough sets has also been done [21–28]. Recently, a review is reported in Hassanien et al. [29] on the application of rough sets and near sets in medical imaging.

In this chapter, the application of different rough-fuzzy clustering algorithms is presented for segmentation of brain MR images. Details of these algorithms have been reported in Chapter 3 and Maji and Pal [22, 30]. One of the important issues of the partitive-clustering-algorithm-based brain MR image segmentation method is the selection of initial prototypes of different classes or categories. The concept of discriminant analysis, based on the maximization of class separability, is used to circumvent the initialization and local minima problems of the partitive clustering algorithms. In effect, it enables efficient segmentation of brain MR images [23]. The effectiveness of different rough-fuzzy clustering algorithms, along with a comparison with other $c$-means algorithms, is demonstrated on a set of real and synthetic brain MR images using some standard validity indices.

The rest of this chapter is organized as follows: While Section 9.2 deals with the pixel classification problem, Section 9.3 gives an overview of the feature
extraction techniques employed in segmentation of brain MR images, along with the initialization method of \(c\)-means algorithm based on the maximization of class separability. Implementation details, experimental results, and a comparison among different \(c\)-means are presented in Section 9.4. Concluding remarks are given in Section 9.5.

### 9.2 PIXEL CLASSIFICATION OF BRAIN MR IMAGES

In this section, the results of different \(c\)-means algorithms are presented on pixel classification of brain MR images, that is, the results of clustering based on only gray value of pixels. The performance of three hybrid algorithms, namely, rough-fuzzy \(c\)-means (RFCM), rough-possibilistic \(c\)-means (RPCM), and rough-fuzzy-possibilistic \(c\)-means (RFPCM), is compared extensively with that of different \(c\)-means algorithms. The algorithms compared are hard \(c\)-means (HCM) [31], FCM [12], possibilistic \(c\)-means (PCM) [32], FPCM [33], FPCM of Masulli and Rovetta (FPCM\(_{MR}\)) [34], kernel-based HCM (KHC) [35], kernel-based FCM (KFCM) [36, 37], kernel-based PCM (KPCM) [37], kernel-based FPCM (KFPCM) [38], rough \(c\)-means (RCM) [39], and RFCM of Mitra et al. (RFCM\(_{MBP}\)) [40].

All the algorithms are implemented in C language and run in LINUX environment with the machine configuration Pentium IV, 3.2 GHz, 1 MB cache, and 1 GB RAM. In all the experiments, the input parameters of different \(c\)-means algorithms used are as follows:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzifiers</td>
<td>(\tilde{m}_1 = 2.0) and (\tilde{m}_2 = 2.0)</td>
</tr>
<tr>
<td>Constants</td>
<td>(a = 0.5) and (b = 0.5)</td>
</tr>
<tr>
<td>Weight parameter</td>
<td>(w = 0.95) and (\tilde{w} = 0.05)</td>
</tr>
</tbody>
</table>

The parameters are held constant across all runs. The values of \(\delta\) for the RCM, RFCM, RPCM, and RFPCM algorithms are calculated using the procedure reported in Chapter 3. The final prototypes of the FCM are used to initialize the PCM, FPCM, KFCM, KPCM, and KFPCM, while the Gaussian function is used as the kernel.

The experimentation is done in two parts. In the first part, some real brain MR images are used. Above 100 brain MR images with different sizes and 16-bit gray levels are tested with different \(c\)-means algorithms. All the brain MR images are collected from Advanced Medicare and Research Institute, Salt Lake, Kolkata, India. In the second part, the segmentation results are presented on some benchmark images obtained from BrainWeb: Simulated Brain Database (http://www.bic.mni.mcgill.ca/brainweb/). The comparative performance of different \(c\)-means is reported with respect to \(\alpha\), \(\varphi\), \(\alpha^*\), \(\gamma\), DB, and Dunn indices reported in Chapter 3, as well as the \(\beta\) index [19] described in Chapter 4.
9.2.1 Performance on Real Brain MR Images

Figure 9.1 presents some examples of real brain MR images. Each image is of the size $256 \times 180$ with 16-bit gray levels. So, the number of objects in each data set is 46,080. Consider Fig. 9.2 as an example, which represents an MR image (I-20497774) along with the segmented images obtained using different $c$-means algorithms. Table 9.1 depicts the values of $\text{DB}$ index, Dunn index, and $\beta$ index of both FCM and RFPCM for different values of $c$ on the data set of I-20497774. The results reported here with respect to $\text{DB}$ and Dunn index confirm that both FCM and RFPCM achieve their best results for $c = 4$ corresponding to four classes or categories such as background, gray matter, white matter, and cerebrospinal fluid. Also, the value of $\beta$ index, as expected, increases with an increase in the value of $c$. For a particular value of $c$, the performance of the RFPCM is better than that of the FCM.

Figure 9.3 shows the scatter plots of the highest and second highest memberships of all the objects in the data set of I-20497774 at first and final iterations, respectively, for the RFPCM considering $c = 4$. The diagonal line represents the zone where two highest memberships of objects are equal. From Fig. 9.3, it is observed that although the average difference between two highest memberships of the objects is very low at first iteration ($\delta = 0.145$), they become ultimately very high at the final iteration ($\delta = 0.652$). In Fig. 9.4, the variations of different indices such as $\varrho$, $\alpha^*$, and $\gamma$ over different iterations are reported for the I-20497774 data set. All the results reported in Fig. 9.4 clearly establish the fact that as the iteration increases, the value of $\varrho$ decreases and the values of $\alpha^*$ and $\gamma$ increase. Ultimately, all the values are saturated after 20 iterations. That is, the rough-sets-based indices reported in Chapter 3 provide good quantitative measures for rough-fuzzy clustering.

Finally, Table 9.2 provides the comparative results of different $c$-means algorithms on I-20497774 with respect to the values of $\text{DB}$, Dunn, $\beta$, and CPU time (in milliseconds). The corresponding segmented images along with the original are presented in Fig. 9.2. The results reported in Fig. 9.2 and

![Figure 9.1 Example of brain MRI: I-20497774, I-20497761, I-20497763, and I-20497777.](image)
Figure 9.2  I-20497774: original and segmented versions of different c-means. (a) Original, (b) FCM, (c) KFCM, (d) RCM, (e) RFChM, (f) RFCM, (g) RPCM, and (h) RFPCM.

<table>
<thead>
<tr>
<th>Value of c</th>
<th>DB Index</th>
<th>Dunn Index</th>
<th>β Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FCM</td>
<td>RFFPCM</td>
<td>FCM</td>
</tr>
<tr>
<td>2</td>
<td>0.51</td>
<td>0.20</td>
<td>2.30</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.18</td>
<td>1.11</td>
</tr>
<tr>
<td>4</td>
<td>0.16</td>
<td>0.15</td>
<td>1.50</td>
</tr>
<tr>
<td>5</td>
<td>0.39</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>0.20</td>
<td>0.18</td>
<td>0.66</td>
</tr>
<tr>
<td>7</td>
<td>0.23</td>
<td>0.27</td>
<td>0.98</td>
</tr>
<tr>
<td>8</td>
<td>0.34</td>
<td>0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>9</td>
<td>0.32</td>
<td>0.28</td>
<td>0.12</td>
</tr>
<tr>
<td>10</td>
<td>0.30</td>
<td>0.26</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Figure 9.3 Scatter plots of two highest memberships of all objects in I-20497774. (a) \( \delta = 0.145 \) and (b) \( \delta = 0.652 \).

Figure 9.4 Variation of \( \varrho, \alpha^*, \) and \( \gamma \) over different iterations for I-20497774. (a) Roughness: \( \varrho \), (b) accuracy of approximation: \( \alpha^* \), and (c) quality of approximation: \( \gamma \).
Table 9.2 confirm that the rough-fuzzy clustering algorithms produce more promising segmented images than do the conventional methods. Some of the existing algorithms such as the PCM, FPCM, KPCM, and KFPCM have failed to produce multiple segments as they generate coincident clusters even when they have been initialized with the final prototypes of the FCM.

Table 9.3 compares the performance of different \( c \)-means algorithms on other brain MR images such as I-20497761, I-20497763, and I-20497777 with respect to DB, Dunn, \( \beta \), and CPU time considering \( c = 4 \). The original images along with the segmented versions of different \( c \)-means are shown in Figs. 9.5, 9.6, and 9.7. All the results reported in Table 9.3 and Figs. 9.5, 9.6, and 9.7 confirm that although each \( c \)-means algorithm, except the PCM, FPCM, KPCM, and KFPCM, generates good segmented images, the values of DB, Dunn, and \( \beta \) index of the RFPCM are better compared to other \( c \)-means algorithms.

### 9.2.2 Performance on Simulated Brain MR Images

Extensive experimentation is done to evaluate the performance of the RFPCM algorithm on simulated brain MR images obtained from BrainWeb: Simulated Brain Database.

Figures 9.8, 9.9, and 9.10 present the original and segmented images obtained using the RFPCM algorithm for different slice thicknesses and noise levels. The noise is calculated relative to the brightest tissue. The results are reported for three different slice thicknesses: 1, 3, and 5 mm, and the noise varies from 0 to 9%. Finally, Tables 9.4, 9.5, and 9.6 compare the values of DB, Dunn, and \( \beta \) indices of different \( c \)-means algorithms for different slice thicknesses and noise levels. All the results reported in Figs. 9.8, 9.9, and 9.10 and Tables 9.4, 9.5, and 9.6 confirm that the RFPCM algorithm generates good segmented images irrespective of the slice thickness and noise level. Also, the performance of the RFPCM algorithm in terms of DB, Dunn, and \( \beta \) indices is significantly better compared to other \( c \)-means algorithms.
### TABLE 9.3 Performance of Different \( c \)-Means Algorithms

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Algorithms</th>
<th>DB Index</th>
<th>Dunn Index</th>
<th>( \beta ) Index</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HCM</td>
<td>0.16</td>
<td>2.13</td>
<td>12.07</td>
<td>719</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.14</td>
<td>2.26</td>
<td>12.92</td>
<td>1813</td>
</tr>
<tr>
<td></td>
<td>FPCM\textsuperscript{MR}</td>
<td>0.13</td>
<td>2.22</td>
<td>12.56</td>
<td>1026</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.16</td>
<td>2.17</td>
<td>12.11</td>
<td>1312</td>
</tr>
<tr>
<td>I-20497761</td>
<td>KFCM</td>
<td>0.14</td>
<td>2.27</td>
<td>12.78</td>
<td>2017</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.15</td>
<td>2.31</td>
<td>11.68</td>
<td>806</td>
</tr>
<tr>
<td></td>
<td>RFCM\textsuperscript{MBP}</td>
<td>0.14</td>
<td>2.34</td>
<td>9.99</td>
<td>1052</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.13</td>
<td>2.39</td>
<td>13.06</td>
<td>1033</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.11</td>
<td>2.61</td>
<td>12.98</td>
<td>1179</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.10</td>
<td>2.73</td>
<td>13.93</td>
<td>1201</td>
</tr>
<tr>
<td></td>
<td>HCM</td>
<td>0.18</td>
<td>1.88</td>
<td>12.02</td>
<td>706</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.16</td>
<td>2.02</td>
<td>12.63</td>
<td>1643</td>
</tr>
<tr>
<td></td>
<td>FPCM\textsuperscript{MR}</td>
<td>0.15</td>
<td>2.03</td>
<td>12.41</td>
<td>1132</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.17</td>
<td>2.01</td>
<td>12.10</td>
<td>1294</td>
</tr>
<tr>
<td>I-20497763</td>
<td>KFCM</td>
<td>0.15</td>
<td>2.08</td>
<td>12.71</td>
<td>1983</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.15</td>
<td>2.14</td>
<td>12.59</td>
<td>751</td>
</tr>
<tr>
<td></td>
<td>RFCM\textsuperscript{MBP}</td>
<td>0.15</td>
<td>2.08</td>
<td>10.59</td>
<td>1184</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.11</td>
<td>2.12</td>
<td>13.30</td>
<td>1017</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.12</td>
<td>2.71</td>
<td>13.14</td>
<td>1105</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.10</td>
<td>2.86</td>
<td>13.69</td>
<td>1057</td>
</tr>
<tr>
<td></td>
<td>HCM</td>
<td>0.17</td>
<td>2.01</td>
<td>8.68</td>
<td>765</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.16</td>
<td>2.16</td>
<td>9.12</td>
<td>1903</td>
</tr>
<tr>
<td></td>
<td>FPCM\textsuperscript{MR}</td>
<td>0.16</td>
<td>2.21</td>
<td>8.81</td>
<td>992</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.16</td>
<td>2.08</td>
<td>8.92</td>
<td>1294</td>
</tr>
<tr>
<td>I-20497777</td>
<td>KFCM</td>
<td>0.16</td>
<td>2.19</td>
<td>9.08</td>
<td>1907</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.15</td>
<td>2.34</td>
<td>9.28</td>
<td>779</td>
</tr>
<tr>
<td></td>
<td>RFCM\textsuperscript{MBP}</td>
<td>0.15</td>
<td>2.33</td>
<td>9.69</td>
<td>1127</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.14</td>
<td>2.39</td>
<td>9.81</td>
<td>1058</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.15</td>
<td>2.42</td>
<td>9.77</td>
<td>1079</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.14</td>
<td>2.49</td>
<td>9.82</td>
<td>1063</td>
</tr>
</tbody>
</table>

### 9.3 SEGMENTATION OF BRAIN MR IMAGES

In this section, the feature extraction methodology for segmentation of brain MR images is first described. Next, the methodology to select initial centroids for different \( c \)-means algorithms is provided on the basis of the concept of maximization of class separability [23].
9.3.1 Feature Extraction

Statistical texture analysis derives a set of statistics from the distribution of pixel values or blocks of pixel values. There are different types of statistical texture, first-order, second-order, and higher order statistics, based on the number of pixel combinations used to compute the textures. The first-order statistics such as mean, standard deviation, range, entropy, and the $q$th moment about the mean, are calculated using the histogram formed by the gray scale value of each pixel. These statistics consider the properties of the gray scale values, but not their spatial distribution. The second-order statistics are based on pairs of pixels. These take into account the spatial distribution of the gray scale distribution. In the present work, only first- and second-order statistical textures are considered.

A set of 13 input features is used for clustering the brain MR images. These include gray value of the pixel, two recently introduced first-order statistics, namely, homogeneity and edge value of the pixel [23], and 10 Haralick’s textural...
Figure 9.6  I-20497763: original and segmented versions of different c-means. (a) Original, (b) HCM, (c) FCM, (d) FPCM_{MR}, (e) RCM, (f) RFCM, (g) RPCM, and (h) RFPCM.

features [41], which are second-order statistics, namely, angular second moment, contrast, correlation, inverse difference moment, sum average, sum variance, sum entropy, second-order entropy, difference variance, and difference entropy. They are useful in characterizing images, and can be used as features of a pixel. Hence, these features have promising application in clustering-based brain MR image segmentation.

9.3.1.1 Homogeneity If $H$ is the homogeneity of a pixel $I_{m,n}$ within a $3 \times 3$ neighborhood, then

$$H = 1 - \frac{1}{6(I_{\text{max}} - I_{\text{min}})} \left\{ |I_{m-1,n-1} + I_{m+1,n+1} - I_{m-1,n+1} - I_{m+1,n-1}| 
+ |I_{m-1,n-1} + 2I_{m,n-1} + I_{m+1,n+1} - I_{m-1,n+1} - 2I_{m,n+1} - I_{m+1,n-1}| \right\}$$

(9.2)

where $I_{\text{max}}$ and $I_{\text{min}}$ represent the maximum and minimum gray values of the image, respectively. The region that is entirely within an organ will have a high
$H$ value. On the other hand, the regions that contain more than one organ will have lower $H$ values [23].

9.3.1.2 Edge Value In MR imaging, the histogram of the given image is in general unimodal. One side of the peak may display a shoulder or slope change, or one side may be less steep than the other, reflecting the presence of two peaks that are close together or that differ greatly in height. The histogram may also contain a third, usually smaller, population corresponding to points on the object–background border. These points have gray levels intermediate between those of the object and the background; their presence raises the level of the valley floor between the two peaks, or if the peaks are already close together, makes it harder to detect the fact that they are not a single peak. As the histogram peaks are close together and very unequal in size, it may be difficult to detect the valley between them. In determining how each point of the image should contribute to the segmentation method, the current method takes into account the rate of change of gray level at the point, as well as the point’s gray level or edge value, that is, the maximum of differences of average gray levels in pairs of horizontally and vertically adjacent $2 \times 2$ neighborhoods [6, 42]. If $\Delta$ is the
edge value at a given point $I_{m,n}$, then

$$\Delta = \frac{1}{4} \max \left\{ |I_{m-1,n} + I_{m-1,n+1} + I_{m,n} + I_{m,n+1} - I_{m+1,n} - I_{m+1,n+1} - I_{m+2,n} - I_{m+2,n+1}|, |I_{m,n-1} + I_{m,n} + I_{m+1,n-1} + I_{m+1,n} - I_{m,n+1} - I_{m,n+2} - I_{m+1,n+1} - I_{m+1,n+2}| \right\}.$$  \hspace{1cm} (9.3)

According to the image model, points interior to the object and background should generally have low edge values, since they are highly correlated with their neighbors, while those on the object–background border should have high edge values \[6\].

9.3.1.3 Haralick’s Textural Feature  Texture is one of the important features used in identifying objects or regions of interest in an image. It is often described as a set of statistical measures of the spatial distribution of gray levels in an image. This scheme has been found to provide a powerful input feature representation for various recognition problems. Haralick et al. [41] proposed different textural properties for image classification. Haralick’s textural measures are based on the moments of a joint probability density function that is estimated as the joint co-occurrence matrix or gray level co-occurrence matrix [41, 43]. A gray level co-occurrence matrix $P_{d,\theta}(i, j)$ reflects the distribution of the probability of occurrence of a pair of gray levels $(i, j)$ separated by a given distance $d$ at angle $\theta$. On the basis of normalized gray level co-occurrence matrix, Haralick
proposed several quantities as a measure of texture such as energy, contrast, correlation, sum of squares, inverse difference moments, sum average, sum variance, sum entropy, entropy, difference variance, difference entropy, information measure of correlation 1, and correlation 2. In order to define these texture measures, let us introduce some entities used in the derivation of Haralick’s texture measures.

\[
p(i, j) = \frac{P_{d, \theta}(i, j)}{\sum_{i=I_{\text{min}}}^{I_{\text{max}}} \sum_{j=I_{\text{min}}}^{I_{\text{max}}} P_{d, \theta}(i, j)};
\quad p_x(i) = \sum_{j=I_{\text{min}}}^{I_{\text{max}}} p(i, j)
\]  
\[
p_{x+y}(k) = \sum_{i=I_{\text{min}}}^{I_{\text{max}}} \sum_{j=I_{\text{min}}}^{I_{\text{max}}} p(i, j); \quad i + j = k; \quad k = 2I_{\text{min}}, 2I_{\text{min}} + 1, \ldots, 2I_{\text{max}}.
\]
\[
p_{x-y}(k) = \sum_{i=I_{\text{min}}}^{I_{\text{max}}} \sum_{j=I_{\text{min}}}^{I_{\text{max}}} p(i, j); \quad |i - j| = k; \quad k = 0, 1, \ldots, I_{\text{max}} - I_{\text{min}}.
\]  

where \(I_{\text{max}}\) and \(I_{\text{min}}\) represent the maximum and minimum gray values of the image, respectively. On the basis of the above entities, the Haralick’s texture
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Figure 9.10  Slice thickness = 5 mm: original and segmented versions of RFPCM algorithm for different noise levels. (a) Original, (b) noise = 0%, (c) noise = 1%, (d) noise = 3%, (e) noise = 5%, (f) noise = 7%, (g) noise = 9%.

measures are defined as follows:

Angular second moment or energy: $F_1 = \sum_{i=\text{min}}^{\text{max}} \sum_{j=\text{min}}^{\text{max}} p^2(i, j)$.  

Contrast: $F_2 = \sum_k k^2 \sum_{i=\text{min}}^{\text{max}} \sum_{j=\text{min}}^{\text{max}} p(i, j); |i - j| = k$.  

Correlation: $F_3 = \frac{\sum_i \sum_j ij p(i, j) - \mu_x \mu_y}{\sigma_x \sigma_y}$  

where $\mu_x$ and $\mu_y$ are the means, and $\sigma_x$ and $\sigma_y$ are the standard deviations of $p_x$ and $p_y$, respectively.

Sum of squares: $F_4 = \sum_{i=\text{min}}^{\text{max}} \sum_{j=\text{min}}^{\text{max}} (i - \mu_f)^2 p(i, j)$.
### TABLE 9.4 Value of DB Index for Simulated Brain MRI

<table>
<thead>
<tr>
<th>Slice Thickness</th>
<th>Algorithms/ Methods</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HCM</td>
<td>0.34</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.36</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>FPCM^MR</td>
<td>0.27</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.28</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.30</td>
<td>0.30</td>
<td>0.31</td>
<td>0.31</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>0.29</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>RFCM^MBP</td>
<td>0.26</td>
<td>0.26</td>
<td>0.25</td>
<td>0.27</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.13</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>HCM</td>
<td>0.41</td>
<td>0.41</td>
<td>0.40</td>
<td>0.42</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.31</td>
<td>0.31</td>
<td>0.30</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>FPCM^MR</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>0.37</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.23</td>
<td>0.19</td>
<td>0.20</td>
<td>0.19</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>RFCM^MBP</td>
<td>0.31</td>
<td>0.32</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.14</td>
<td>0.13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>5</td>
<td>HCM</td>
<td>0.45</td>
<td>0.46</td>
<td>0.45</td>
<td>0.45</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.30</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>FPCM^MR</td>
<td>0.30</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>0.34</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>0.31</td>
<td>0.30</td>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.19</td>
<td>0.21</td>
<td>0.24</td>
<td>0.21</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>RFCM^MBP</td>
<td>0.28</td>
<td>0.29</td>
<td>0.29</td>
<td>0.29</td>
<td>0.30</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>0.15</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>RFPCM</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
</tbody>
</table>

where $\mu_f$ is the mean gray level of the image.

Inverse difference moment: $F_5 = \sum_{i=\min}^{\max} \sum_{j=\min}^{\max} \frac{p(i, j)}{1 + (i - j)^2}$. \hfill (9.11)

Sum average: $F_6 = \sum_k k p_{x+y}(k)$. \hfill (9.12)
TABLE 9.5 Value of Dunn Index for Simulated Brain MRI

<table>
<thead>
<tr>
<th>Slice Thickness</th>
<th>Algorithms/Methods</th>
<th>Noise (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>0 1 3 5 7 9</td>
</tr>
<tr>
<td>HCM</td>
<td>2.87</td>
<td>3.11 3.14 3.05 3.19 2.97</td>
</tr>
<tr>
<td>FCM</td>
<td>3.63</td>
<td>3.71 3.66 3.78 3.92 3.99</td>
</tr>
<tr>
<td>FPCM&lt;sub&gt;MR&lt;/sub&gt;</td>
<td>3.70</td>
<td>3.81 3.55 3.78 3.49 3.96</td>
</tr>
<tr>
<td>KHCM</td>
<td>3.18</td>
<td>3.21 3.29 3.34 3.30 3.37</td>
</tr>
<tr>
<td>KFCM</td>
<td>3.64</td>
<td>3.68 3.68 3.89 4.11 4.01</td>
</tr>
<tr>
<td>RCM</td>
<td>5.74</td>
<td>5.51 5.58 6.30 5.65 7.43</td>
</tr>
<tr>
<td>RFCM&lt;sub&gt;MBP&lt;/sub&gt;</td>
<td>6.13</td>
<td>6.74 6.58 6.91 7.03 6.95</td>
</tr>
<tr>
<td>RFCM</td>
<td>8.34</td>
<td>8.33 8.79 8.88 8.90 8.33</td>
</tr>
<tr>
<td>RPCM</td>
<td>8.53</td>
<td>8.28 8.91 9.07 9.11 8.70</td>
</tr>
<tr>
<td>RFPCM</td>
<td>8.64</td>
<td>8.16 9.12 9.58 9.27 9.27</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>0 1 3 5 7 9</td>
</tr>
<tr>
<td>HCM</td>
<td>2.51</td>
<td>2.51 2.56 2.67 2.48 2.70</td>
</tr>
<tr>
<td>FCM</td>
<td>3.41</td>
<td>3.37 3.43 3.52 3.53 3.59</td>
</tr>
<tr>
<td>FPCM&lt;sub&gt;MR&lt;/sub&gt;</td>
<td>3.49</td>
<td>3.50 3.51 3.44 3.41 3.75</td>
</tr>
<tr>
<td>KHCM</td>
<td>3.01</td>
<td>3.04 3.19 3.19 3.23 3.24</td>
</tr>
<tr>
<td>KFCM</td>
<td>3.41</td>
<td>3.43 3.43 3.57 3.59 3.59</td>
</tr>
<tr>
<td>RCM</td>
<td>3.89</td>
<td>5.22 4.92 5.19 5.73 5.47</td>
</tr>
<tr>
<td>RFCM&lt;sub&gt;MBP&lt;/sub&gt;</td>
<td>6.33</td>
<td>6.31 6.57 6.48 6.90 6.77</td>
</tr>
<tr>
<td>RFCM</td>
<td>7.24</td>
<td>7.27 7.39 7.45 7.53 7.47</td>
</tr>
<tr>
<td>RPCM</td>
<td>7.39</td>
<td>7.52 7.17 7.42 7.88 7.60</td>
</tr>
<tr>
<td>RFPCM</td>
<td>8.42</td>
<td>8.22 8.29 8.44 8.89 9.25</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0 1 3 5 7 9</td>
</tr>
<tr>
<td>HCM</td>
<td>2.14</td>
<td>2.19 2.23 2.30 2.27 2.36</td>
</tr>
<tr>
<td>FCM</td>
<td>3.02</td>
<td>3.09 3.09 3.15 3.22 3.28</td>
</tr>
<tr>
<td>FPCM&lt;sub&gt;MR&lt;/sub&gt;</td>
<td>3.07</td>
<td>3.11 3.28 3.28 3.21 3.34</td>
</tr>
<tr>
<td>KHCM</td>
<td>2.85</td>
<td>2.86 2.90 2.89 3.01 3.06</td>
</tr>
<tr>
<td>KFCM</td>
<td>3.03</td>
<td>3.09 3.09 3.18 3.24 3.32</td>
</tr>
<tr>
<td>RCM</td>
<td>5.34</td>
<td>4.52 3.74 5.01 5.95 5.18</td>
</tr>
<tr>
<td>RFCM&lt;sub&gt;MBP&lt;/sub&gt;</td>
<td>5.31</td>
<td>5.37 5.02 4.99 4.71 4.95</td>
</tr>
<tr>
<td>RFCM</td>
<td>5.76</td>
<td>5.74 6.06 5.95 6.03 6.05</td>
</tr>
<tr>
<td>RPCM</td>
<td>6.12</td>
<td>6.04 6.11 6.28 6.23 6.29</td>
</tr>
<tr>
<td>RFPCM</td>
<td>7.48</td>
<td>7.77 8.24 7.89 7.88 7.52</td>
</tr>
</tbody>
</table>

Sum variance: \( F_7 = \sum_k (k - F_6)^2 p_{x+y}(k) \). \hfill (9.13)

Sum entropy: \( F_8 = -\sum_k p_{x+y}(k) \log_2[p_{x+y}(k)]. \) \hfill (9.14)

Entropy: \( F_9 = -\sum_{i=I_{max}}^{I_{min}} \sum_{j=I_{min}}^{I_{max}} p(i, j) \log_2[p(i, j)]. \) \hfill (9.15)
### TABLE 9.6 Value of $\beta$ Index for Simulated Brain MRI

<table>
<thead>
<tr>
<th>Slice Thickness</th>
<th>Algorithms/Methods</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HCM</td>
<td>36.2</td>
<td>35.8</td>
<td>35.3</td>
<td>34.7</td>
<td>34.4</td>
<td>33.8</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>41.6</td>
<td>41.1</td>
<td>40.4</td>
<td>39.5</td>
<td>37.8</td>
<td>35.9</td>
</tr>
<tr>
<td></td>
<td>FPCM$^{MR}$</td>
<td>41.8</td>
<td>41.0</td>
<td>40.6</td>
<td>39.8</td>
<td>38.1</td>
<td>36.9</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>40.3</td>
<td>39.1</td>
<td>38.3</td>
<td>37.0</td>
<td>35.4</td>
<td>34.1</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>41.7</td>
<td>41.1</td>
<td>40.6</td>
<td>39.4</td>
<td>38.0</td>
<td>36.1</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>45.0</td>
<td>44.0</td>
<td>42.7</td>
<td>42.7</td>
<td>39.5</td>
<td>38.2</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>46.1</td>
<td>45.7</td>
<td>45.2</td>
<td>43.8</td>
<td>40.1</td>
<td>39.5</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>56.9</td>
<td>56.1</td>
<td>56.0</td>
<td>53.2</td>
<td>50.3</td>
<td>45.2</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>56.5</td>
<td>55.4</td>
<td>55.1</td>
<td>52.0</td>
<td>49.4</td>
<td>44.5</td>
</tr>
<tr>
<td></td>
<td>RFFCM</td>
<td>56.7</td>
<td>55.7</td>
<td>55.7</td>
<td>52.8</td>
<td>49.7</td>
<td>44.9</td>
</tr>
<tr>
<td>3</td>
<td>HCM</td>
<td>32.7</td>
<td>30.6</td>
<td>29.1</td>
<td>27.8</td>
<td>24.1</td>
<td>22.3</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>35.9</td>
<td>34.3</td>
<td>32.7</td>
<td>32.0</td>
<td>30.5</td>
<td>28.6</td>
</tr>
<tr>
<td></td>
<td>FPCM$^{MR}$</td>
<td>35.7</td>
<td>34.6</td>
<td>33.1</td>
<td>32.2</td>
<td>31.4</td>
<td>29.5</td>
</tr>
<tr>
<td></td>
<td>KHCM</td>
<td>34.3</td>
<td>32.9</td>
<td>31.0</td>
<td>29.7</td>
<td>28.8</td>
<td>26.1</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>36.1</td>
<td>34.4</td>
<td>32.9</td>
<td>31.8</td>
<td>30.7</td>
<td>29.5</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>39.9</td>
<td>41.1</td>
<td>40.6</td>
<td>40.9</td>
<td>40.2</td>
<td>39.3</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>40.3</td>
<td>40.5</td>
<td>38.1</td>
<td>35.9</td>
<td>32.6</td>
<td>31.1</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>51.4</td>
<td>50.8</td>
<td>50.4</td>
<td>49.9</td>
<td>47.8</td>
<td>45.2</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>50.1</td>
<td>49.5</td>
<td>50.2</td>
<td>48.7</td>
<td>46.1</td>
<td>44.2</td>
</tr>
<tr>
<td></td>
<td>RFFCM</td>
<td>50.4</td>
<td>49.9</td>
<td>49.7</td>
<td>49.0</td>
<td>46.8</td>
<td>44.5</td>
</tr>
<tr>
<td></td>
<td>HCM</td>
<td>26.1</td>
<td>25.4</td>
<td>24.0</td>
<td>22.9</td>
<td>22.4</td>
<td>21.8</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>32.7</td>
<td>31.8</td>
<td>30.2</td>
<td>29.9</td>
<td>26.5</td>
<td>27.6</td>
</tr>
<tr>
<td></td>
<td>FPCM$^{MR}$</td>
<td>33.0</td>
<td>32.3</td>
<td>30.8</td>
<td>29.1</td>
<td>27.6</td>
<td>27.3</td>
</tr>
<tr>
<td>5</td>
<td>KHCM</td>
<td>31.3</td>
<td>31.5</td>
<td>29.8</td>
<td>29.4</td>
<td>27.3</td>
<td>24.1</td>
</tr>
<tr>
<td></td>
<td>KFCM</td>
<td>32.7</td>
<td>31.9</td>
<td>30.4</td>
<td>30.1</td>
<td>27.2</td>
<td>27.8</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>40.2</td>
<td>39.5</td>
<td>38.3</td>
<td>38.5</td>
<td>40.3</td>
<td>38.0</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>43.6</td>
<td>41.7</td>
<td>40.2</td>
<td>39.5</td>
<td>39.0</td>
<td>38.8</td>
</tr>
<tr>
<td></td>
<td>RFCM$^{MBP}$</td>
<td>48.1</td>
<td>48.5</td>
<td>48.3</td>
<td>47.3</td>
<td>46.4</td>
<td>43.0</td>
</tr>
<tr>
<td></td>
<td>RPCM</td>
<td>45.4</td>
<td>44.7</td>
<td>43.8</td>
<td>42.0</td>
<td>41.3</td>
<td>41.0</td>
</tr>
<tr>
<td></td>
<td>RFFCM</td>
<td>46.6</td>
<td>46.8</td>
<td>47.9</td>
<td>45.8</td>
<td>45.0</td>
<td>42.0</td>
</tr>
</tbody>
</table>

Difference variance: $F_{10} = \text{variance of } p_{x-y}$  \hfill (9.16)

Difference entropy: $F_{11} = -\sum_k p_{x-y}(k) \log_2[p_{x-y}(k)]$. \hfill (9.17)

Information measure of correlation 1: $F_{12} = \frac{H_{xy} - H_{xy1}}{\max(H_x, H_y)}$ \hfill (9.18)

Information measure of correlation 2: $F_{13} = \left[1 - \exp[-2(H_{xy2} - H_{xy})]\right]^2$ \hfill (9.19)
where $H_{xy} = F_9$; $H_x$ and $H_y$ are the entropies of $p_x$ and $p_y$, respectively;

$$H_{xy1} = - \sum_{i=I_{\text{min}}}^{I_{\text{max}}} \sum_{j=I_{\text{min}}}^{I_{\text{max}}} p(i, j) \log_2[p_x(i)p_y(j)]; \quad (9.20)$$

$$H_{xy2} = - \sum_{i=I_{\text{min}}}^{I_{\text{max}}} \sum_{j=I_{\text{min}}}^{I_{\text{max}}} p_x(i)p_y(j) \log_2[p_x(i)p_y(j)]. \quad (9.21)$$

In Haralick et al. [41] these properties were calculated for large blocks in aerial photographs. Every pixel within each of these large blocks was then assigned the same texture values. This leads to a significant loss of resolution that is unacceptable in medical imaging. However, in the present work, the texture values are assigned to a pixel by using a $3 \times 3$ sliding window centered about that pixel. The gray level co-occurrence matrix is constructed by mapping the gray level co-occurrence probabilities on the basis of spatial relations of pixels in different angular directions ($\theta = 0^\circ, 45^\circ, 90^\circ, 135^\circ$) with unit pixel distance, while scanning the window (centered about a pixel) from left to right and top to bottom [41, 43]. Ten texture measures, namely, angular second moment, contrast, corre-lation, inverse difference moment, sum average, sum variance, sum entropy, second-order entropy, difference variance, and difference entropy, are computed for each window. For four angular directions, a set of four values is obtained for each of 10 measures. The mean of each of the 10 measures, averaged over four values, along with gray value, homogeneity, and edge value of the pixel, comprises the set of 13 features, which is used as feature vector of the corresponding pixel.

### 9.3.2 Selection of Initial Prototypes

A limitation of the $c$-means algorithm is that it can only achieve a local optimum solution that depends on the initial choice of the centroids. Consequently, computing resources may be wasted in that some initial centroids get stuck in regions of the input space with a scarcity of data points and may therefore never have the chance to move to new locations where they are needed. To overcome this limitation of the $c$-means algorithm, a method is described to select initial centroids, which is based on discriminant analysis maximizing some measures of class separability [44]. It enables the algorithm to converge to an optimum or near optimum solution [23].

Before describing the method for selecting initial centroids, a quantitative measure of class separability [44] is provided, which is given by

$$J(T) = \frac{P_1(T)P_2(T)[m_1(T) - m_2(T)]^2}{P_1(T)\sigma_1^2(T) + P_2(T)\sigma_2^2(T)}, \quad (9.22)$$
where

\[ P_1(T) = \sum_{z=0}^{T} h(z); \quad P_2(T) = \sum_{z=T+1}^{L-1} h(z) = 1 - P_1(T); \] (9.23)

\[ m_1(T) = \frac{1}{P_1(T)} \sum_{z=0}^{T} zh(z); \quad m_2(T) = \frac{1}{P_2(T)} \sum_{z=T+1}^{L-1} zh(z); \] (9.24)

\[ \sigma_1^2(T) = \frac{1}{P_1(T)} \sum_{z=0}^{T} [z - m_1(T)]^2 h(z); \]

\[ \sigma_2^2(T) = \frac{1}{P_2(T)} \sum_{z=T+1}^{L-1} [z - m_2(T)]^2 h(z). \] (9.25)

Here, \( L \) is the total number of discrete values ranging between \([0, L - 1]\), \( T \) is the threshold value, which maximizes \( J(T) \), and \( h(z) \) represents the percentage of data having feature value \( z \) over the total number of discrete values of the corresponding feature. To maximize \( J(T) \), the means of the two classes should be as well separated as possible and the variances in both classes should be as small as possible.

On the basis of the concept of maximization of class separability, the method for selecting initial centroids is described next. The main steps of this method proceed as follows:

1. The data set \( X = \{x_1, \ldots, x_i, \ldots, x_n\} \) with \( x_i \in \mathbb{R}^m \) are first discretized to facilitate class separation method. Suppose the possible value range of a feature \( F_j \) in the data set is \((F_{\min,j}, F_{\max,j})\), and the real value that the data element \( x_i \) takes at \( F_j \) is \( F_{ij} \), then the discretized value of \( F_{ij} \) is

\[ \text{Discretized}(F_{ij}) = (L - 1) \times \frac{F_{ij} - F_{\min,j}}{F_{\max,j} - F_{\min,j}}, \] (9.26)

where \( L \) is the total number of discrete values ranging between \([0, L - 1]\).

2. For each feature \( F_j \), calculate \( h(z) \) for \( 0 \leq z < L \).

3. Calculate the threshold value \( T_j \) for the feature \( F_j \), which maximizes class separability along that feature.

4. On the basis of the threshold \( T_j \), discretize the corresponding feature \( F_j \) of the data element \( x_i \) as follows:

\[ F_{ij} = \begin{cases} 1, & \text{if discretized } (F_{ij}) \geq T_j \\ 0, & \text{otherwise} \end{cases} \] (9.27)

5. Repeat steps 2 to 4 for all the features and generate the set of discretized objects \( \bar{X} = \{\bar{x}_1, \ldots, \bar{x}_i, \ldots, \bar{x}_n\} \).
6. Calculate total number of similar discretized objects $N(x_i)$ and mean of similar objects $\bar{v}(x_i)$ of $x_i$ as

$$N(x_i) = \sum_{j=1}^{n} \delta_j,$$  \hspace{1cm} (9.28)

and

$$\bar{v}(x_i) = \frac{1}{N(x_i)} \sum_{j=1}^{n} \delta_j \times x_j$$  \hspace{1cm} (9.29)

where

$$\delta_j = \begin{cases} 1 & \text{if } x_j = x_i \\ 0 & \text{otherwise} \end{cases}.$$  \hspace{1cm} (9.30)

7. Sort $n$ objects according to their values of $N(x_i)$ such that $N(x_1) > N(x_2) > \cdots > N(x_n)$.

8. If $x_i = x_j$, then $N(x_i) = N(x_j)$ and $\bar{v}(x_i)$ should not be considered as a centroid or mean, resulting in a reduced set of objects to be considered for initial centroids.

9. Let there be $\hat{n}$ objects in the reduced set having $N(x_i)$ values such that $N(x_1) > N(x_2) > \cdots > N(x_{\hat{n}})$. A heuristic threshold function can be defined as follows [45]:

$$\text{Tr} = \frac{R}{\tilde{\epsilon}}, \hspace{1cm} \text{where } R = \sum_{i=1}^{\hat{n}} \frac{1}{N(x_i) - N(x_{i+1})}$$  \hspace{1cm} (9.31)

where $\tilde{\epsilon}$ is a constant ($= 0.5$, say), so that all the means $\bar{v}(x_i)$ of the objects in reduced set having $N(x_i)$ value higher than it are regarded as the candidates for initial centroids or means.

The value of $\text{Tr}$ is high if most of the $N(x_i)$’s are large and close to each other. The above condition occurs when a small number of large clusters are present. On the other hand, if the $N(x_i)$’s have wide variation among them, then the number of clusters with smaller size increases. Accordingly, $\text{Tr}$ attains a lower value automatically. Note that the main motive of introducing this threshold function lies in reducing the number of centroids. Actually, it attempts to eliminate noisy centroids, that is, data representatives having lower values of $N(x_i)$, from the whole data set. The whole approach is, therefore, data dependent.
9.4 EXPERIMENTAL RESULTS

In this section, the performance of different $c$-means algorithms in segmentation of brain MR images is presented. The algorithms compared are HCM [31], FCM[12], PCM [32], FPCM [33], RCM [39], and RFCM. Details of the experimental setup, data collection, and objective of the experiments are the same as those of Section 9.2.

9.4.1 Illustrative Example

Consider Fig. 9.11 as an example that represents the segmented images of an MR image (I-20497774) obtained using different $c$-means algorithms. Each image is of size $256 \times 180$ with 16-bit gray levels. So, the number of objects in the data set of I-20497774 is 46,080. The parameters generated in the discriminant-analysis-based initialization method are shown in Table 9.7 only for I-20497774 data set along with the values of input parameters. The threshold values for 13 features of the given data set are also reported in this table. Table 9.8 depicts the values of DB index, Dunn index, and $\beta$ index of both FCM and RFCM for different values of $c$ on the data set of I-20497774. The results reported here with respect to DB and Dunn indices confirm that both FCM and RFCM achieve their best results for $c = 4$. Also, the value of $\beta$ index, as expected, increases with increase in the value of $c$. For a particular value of $c$, the performance of the RFCM is better than that of the FCM.

Finally, Table 9.9 provides the comparative results of different $c$-means algorithms on I-20497774 with respect to the values of DB index, Dunn index, and $\beta$ index. The corresponding segmented images are presented in Fig. 9.11. The results reported in Fig. 9.11 and Table 9.9 confirm that the RFCM algorithm produces more promising segmented image than do the conventional $c$-means algorithms. Some of the existing algorithms such as the PCM and FPCM fail to produce multiple segments as they generate coincident clusters even when they are initialized with final prototypes of the FCM.

Figure 9.11 I-20497774: segmented versions of HCM, FCM, RCM, and RFCM.
TABLE 9.7  Values of Different Parameters

Size of image = 256 × 180
Minimum gray value = 1606, maximum gray value = 2246
Samples per pixel = 1, bits allocated = 16, bits stored = 12

Number of objects = 46080
Number of features = 13, value of L = 101

Threshold values:
Gray value = 1959, homogeneity = 0.17, edge value = 0.37
Angular second moment = 0.06, contrast = 0.12
Correlation = 0.57, Inverse difference moment = 0.18
Sum average = 0.17, sum variance = 0.14, sum entropy = 0.87
Entropy = 0.88, difference variance = 0.07, difference entropy = 0.79

TABLE 9.8 Performance of FCM and RFCM on I-20497774 Data Set

<table>
<thead>
<tr>
<th>Value of $c$</th>
<th>FCM</th>
<th>RFCM</th>
<th>Dunn Index FCM</th>
<th>Dunn Index RFCM</th>
<th>$\beta$ Index FCM</th>
<th>$\beta$ Index RFCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.38</td>
<td>0.19</td>
<td>2.17</td>
<td>3.43</td>
<td>3.62</td>
<td>4.23</td>
</tr>
<tr>
<td>3</td>
<td>0.22</td>
<td>0.16</td>
<td>1.20</td>
<td>1.78</td>
<td>7.04</td>
<td>7.64</td>
</tr>
<tr>
<td>4</td>
<td>0.15</td>
<td>0.13</td>
<td>1.54</td>
<td>1.80</td>
<td>11.16</td>
<td>13.01</td>
</tr>
<tr>
<td>5</td>
<td>0.29</td>
<td>0.19</td>
<td>0.95</td>
<td>1.04</td>
<td>11.88</td>
<td>14.83</td>
</tr>
<tr>
<td>6</td>
<td>0.24</td>
<td>0.23</td>
<td>0.98</td>
<td>1.11</td>
<td>19.15</td>
<td>19.59</td>
</tr>
<tr>
<td>7</td>
<td>0.23</td>
<td>0.21</td>
<td>1.07</td>
<td>0.86</td>
<td>24.07</td>
<td>27.80</td>
</tr>
<tr>
<td>8</td>
<td>0.31</td>
<td>0.21</td>
<td>0.46</td>
<td>0.95</td>
<td>29.00</td>
<td>33.02</td>
</tr>
<tr>
<td>9</td>
<td>0.30</td>
<td>0.24</td>
<td>0.73</td>
<td>0.74</td>
<td>35.06</td>
<td>40.07</td>
</tr>
<tr>
<td>10</td>
<td>0.30</td>
<td>0.22</td>
<td>0.81</td>
<td>0.29</td>
<td>41.12</td>
<td>44.27</td>
</tr>
</tbody>
</table>

TABLE 9.9 Performance of Different $c$-Means on I-20497774 Data Set

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>DB Index</th>
<th>Dunn Index</th>
<th>$\beta$ Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>0.17</td>
<td>1.28</td>
<td>10.57</td>
</tr>
<tr>
<td>FCM</td>
<td>0.15</td>
<td>1.54</td>
<td>11.16</td>
</tr>
<tr>
<td>RCM</td>
<td>0.16</td>
<td>1.56</td>
<td>11.19</td>
</tr>
<tr>
<td>RFCM</td>
<td>0.13</td>
<td>1.80</td>
<td>13.01</td>
</tr>
</tbody>
</table>

9.4.2 Importance of Homogeneity and Edge Value

Table 9.10 presents the comparative results of different $c$-means for Haralick’s features and features reported in Maji and Pal [23] on I-20497774 data set. While P-2 and H-13 stand for the set of two new features [23] and 13 Haralick’s features, H-10 represents that of the 10 Haralick’s features that are used in the current study. Two new features, namely, homogeneity and edge value, are found as important as Haralick’s 10 features for clustering-based segmentation of brain
MR images. The set of 13 features, comprised of gray value, two new features, and 10 Haralick’s features, improves the performance of all \( c \)-means with respect to DB, Dunn, and \( \beta \) indices. It is also observed that the three Haralick’s features, namely, sum of squares, information measure of correlation 1, and correlation 2, do not contribute any extra information for segmentation of brain MR images.

### 9.4.3 Importance of Discriminant Analysis-Based Initialization

Table 9.11 provides comparative results of different \( c \)-means algorithms with random initialization of centroids and the discriminant-analysis-based initialization method described in Section 9.3.2 for the data sets I-20497761, I-20497763, and I-20497777 (Fig. 9.1). The discriminant-analysis-based initialization method is found to improve the performance in terms of DB index, Dunn index, and \( \beta \) index as well as reduce the time requirement of all \( c \)-means algorithms. It is also observed that the HCM with this initialization method performs similar to the RFCM with random initialization, although it is expected that the RFCM is superior to the HCM in partitioning the objects. While in random initialization, the \( c \)-means algorithms get stuck in local optimums, the discriminant-analysis-based initialization method enables the algorithms to converge to an optimum or near optimum solution. In effect, the execution time required for different \( c \)-means algorithms is lesser in this scheme compared to random initialization.
### TABLE 9.11 Performance of Discriminant-Analysis-Based Initialization

<table>
<thead>
<tr>
<th>Data</th>
<th>Algorithms</th>
<th>Initialization</th>
<th>DB</th>
<th>Dunn</th>
<th>β Index</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>Random</td>
<td>0.23</td>
<td>1.58</td>
<td>9.86</td>
<td>8297</td>
<td>8297</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.15</td>
<td>2.64</td>
<td>12.44</td>
<td>4080</td>
<td>4080</td>
</tr>
<tr>
<td>FCM</td>
<td>Random</td>
<td>0.19</td>
<td>1.63</td>
<td>12.73</td>
<td>40,943</td>
<td>40,943</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.12</td>
<td>2.69</td>
<td>13.35</td>
<td>38,625</td>
<td>38,625</td>
</tr>
<tr>
<td>RCM</td>
<td>Random</td>
<td>0.19</td>
<td>1.66</td>
<td>10.90</td>
<td>9074</td>
<td>9074</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.14</td>
<td>2.79</td>
<td>12.13</td>
<td>6670</td>
<td>6670</td>
</tr>
<tr>
<td>RFCM</td>
<td>Random</td>
<td>0.15</td>
<td>2.07</td>
<td>11.89</td>
<td>19,679</td>
<td>19,679</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.11</td>
<td>2.98</td>
<td>13.57</td>
<td>16,532</td>
<td>16,532</td>
</tr>
<tr>
<td>I-20497761 HCM</td>
<td>Random</td>
<td>0.26</td>
<td>1.37</td>
<td>10.16</td>
<td>3287</td>
<td>3287</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.16</td>
<td>2.03</td>
<td>13.18</td>
<td>3262</td>
<td>3262</td>
</tr>
<tr>
<td>FCM</td>
<td>Random</td>
<td>0.21</td>
<td>1.54</td>
<td>10.57</td>
<td>46,157</td>
<td>46,157</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.15</td>
<td>2.24</td>
<td>13.79</td>
<td>45,966</td>
<td>45,966</td>
</tr>
<tr>
<td>RCM</td>
<td>Random</td>
<td>0.21</td>
<td>1.60</td>
<td>10.84</td>
<td>10,166</td>
<td>10,166</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.14</td>
<td>2.39</td>
<td>13.80</td>
<td>6770</td>
<td>6770</td>
</tr>
<tr>
<td>RFCM</td>
<td>Random</td>
<td>0.17</td>
<td>1.89</td>
<td>11.49</td>
<td>19,448</td>
<td>19,448</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.10</td>
<td>2.38</td>
<td>14.27</td>
<td>15,457</td>
<td>15,457</td>
</tr>
<tr>
<td>I-20497763 HCM</td>
<td>Random</td>
<td>0.33</td>
<td>1.52</td>
<td>6.79</td>
<td>4322</td>
<td>4322</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.16</td>
<td>2.38</td>
<td>8.94</td>
<td>3825</td>
<td>3825</td>
</tr>
<tr>
<td>FCM</td>
<td>Random</td>
<td>0.28</td>
<td>1.67</td>
<td>7.33</td>
<td>42,284</td>
<td>42,284</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.15</td>
<td>2.54</td>
<td>10.02</td>
<td>40,827</td>
<td>40,827</td>
</tr>
<tr>
<td>RCM</td>
<td>Random</td>
<td>0.27</td>
<td>1.71</td>
<td>7.47</td>
<td>8353</td>
<td>8353</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.13</td>
<td>2.79</td>
<td>9.89</td>
<td>7512</td>
<td>7512</td>
</tr>
<tr>
<td>RFCM</td>
<td>Random</td>
<td>0.19</td>
<td>1.98</td>
<td>8.13</td>
<td>18,968</td>
<td>18,968</td>
</tr>
<tr>
<td></td>
<td>Discriminant</td>
<td>0.11</td>
<td>2.83</td>
<td>11.04</td>
<td>16,930</td>
<td>16,930</td>
</tr>
</tbody>
</table>

#### 9.4.4 Comparative Performance Analysis

Table 9.12 compares the performance of different \( c \)-means algorithms on some brain MR images with respect to DB, Dunn, and \( \beta \) indices. The segmented versions of different \( c \)-means are shown in Figs. 9.12, 9.13, and 9.14. All the results reported in Table 9.12 and Figs. 9.12, 9.13, and 9.14 confirm that although each \( c \)-means algorithm, except the PCM and FPCM, generates good segmented images, the values of DB, Dunn, and \( \beta \) indices of the RFCM are better compared to other \( c \)-means algorithms. Both the PCM and FPCM fail to produce multiple segments of the brain MR images as they generate coincident clusters even when they are initialized with the final prototypes of other \( c \)-means algorithms.

Table 9.12 also provides execution time (in milliseconds) of different \( c \)-means. The execution time required for the RFCM is significantly lesser compared to that for FCM. For the HCM and RCM, although the execution time is less, the performance is considerably poorer than that of the RFCM.
The following conclusions can be drawn from the results reported in this chapter:

1. It is observed that the RFCM is superior to other \( c \)-means algorithms. However, the RFCM requires higher time compared to the HCM and RCM.
and lesser time compared to the FCM. But, the performance of the RFCM with respect to DB, Dunn, and $\beta$ is significantly better than that of all other $c$-means. The performance of the FCM and RCM is intermediate between the RFCM and HCM.

2. The discriminant-analysis-based initialization is found to improve the values of DB, Dunn, and $\beta$ indices as well as reduce the time requirement substantially for all $c$-means algorithms.

3. Two new features reported in Maji and Pal [23], namely, homogeneity and edge value, are as important as Haralick’s 10 features for clustering-based segmentation of brain MR images.

4. Use of rough sets and fuzzy memberships adds a small computational load to the HCM algorithm; however, the corresponding integrated method, that is, the RFCM algorithm, shows a definite increase in Dunn index and decrease in DB index.

The best performance of the current segmentation method in terms of DB, Dunn, and $\beta$ indices is achieved because of the following reasons:

1. The discriminant-analysis-based initialization of centroids enables the algorithm to converge to an optimum or near optimum solutions.

2. Membership of the RFCM handles efficiently overlapping partitions.

3. The concept of crisp lower bound and fuzzy boundary of the rough-fuzzy clustering algorithm deals with uncertainty, vagueness, and incompleteness in class definition.

In effect, promising segmented brain MR images are obtained using the rough-fuzzy clustering algorithm.

---

**Table 9.12 Performance of Different $c$-Means Algorithms**

<table>
<thead>
<tr>
<th>Data</th>
<th>Algorithms</th>
<th>DB</th>
<th>Dunn</th>
<th>$\beta$ Index</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-20497761</td>
<td>HCM</td>
<td>0.15</td>
<td>2.64</td>
<td>12.44</td>
<td>4080</td>
</tr>
<tr>
<td></td>
<td>FCM</td>
<td>0.12</td>
<td>2.69</td>
<td>13.35</td>
<td>38,625</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.14</td>
<td>2.79</td>
<td>12.13</td>
<td>6670</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.11</td>
<td>2.98</td>
<td>13.57</td>
<td>16,532</td>
</tr>
<tr>
<td></td>
<td>HCM</td>
<td>0.16</td>
<td>2.03</td>
<td>13.18</td>
<td>3262</td>
</tr>
<tr>
<td>I-20497763</td>
<td>FCM</td>
<td>0.15</td>
<td>2.24</td>
<td>13.79</td>
<td>45,966</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.14</td>
<td>2.39</td>
<td>13.80</td>
<td>6770</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.10</td>
<td>2.38</td>
<td>14.27</td>
<td>15,457</td>
</tr>
<tr>
<td></td>
<td>HCM</td>
<td>0.16</td>
<td>2.38</td>
<td>8.94</td>
<td>3825</td>
</tr>
<tr>
<td>I-20497777</td>
<td>FCM</td>
<td>0.15</td>
<td>2.54</td>
<td>10.02</td>
<td>40,827</td>
</tr>
<tr>
<td></td>
<td>RCM</td>
<td>0.13</td>
<td>2.79</td>
<td>9.89</td>
<td>7512</td>
</tr>
<tr>
<td></td>
<td>RFCM</td>
<td>0.11</td>
<td>2.83</td>
<td>11.04</td>
<td>16,930</td>
</tr>
</tbody>
</table>
9.5 CONCLUSION AND DISCUSSION

The problem of segmenting brain MR images is considered in rough-fuzzy computing framework. A robust segmentation technique is presented in this chapter, integrating the merits of rough sets, fuzzy sets, and $c$-means algorithm, for brain MR images. Some new measures are reported, based on the local properties of MR images, for accurate segmentation. The method, based on the concept of maximization of class separability, is found to be successful in effectively circumventing the initialization and local minima problems of iterative refinement clustering algorithms such as $c$-means. The extensive experimental results on a set of real and benchmark brain MR images show that the rough-fuzzy clustering algorithm produces a segmented image more promising than do the conventional algorithms.
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